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RESUMO

A rapida disseminagdo de ferramentas de inteligéncia artificial generativa baseadas em grandes
modelos de linguagem (LLMs), como ChatGPT e Copilot, vem desafiando modos consolidados
de produzir, avaliar ¢ comunicar o conhecimento académico, tensionando concepgdes de
autoria, originalidade e integridade académica, especialmente na Pds-Graduagao Stricto Sensu.
Nesse cenario, o objetivo desta tese foi analisar as percepgdes de mestrandos, doutorandos e
orientadores de Programas de Pds-Graduacdo em Educacdo sobre a apropriagdo da IA
generativa no processo € no produto de textos hibridos de dissertagdes e teses, considerando
cenarios prospectivos e a integridade académica. Trata-se de pesquisa exploratoria e descritiva,
de abordagem qualitativa, fundamentada nos pressupostos metodologicos da Anélise de
Conteudo (Bardin, 2011) e na triangulagdo de dados (Trivifios, 1987), com base em entrevistas
semiestruturadas realizadas com 24 participantes, igualmente distribuidos entre p6s-graduandos
e docentes orientadores de duas universidades publicas brasileiras. Nao se observou correlagao
direta entre faixa etaria ou tempo de experiéncia docente € o posicionamento frente ao uso da
IA na escrita académica, o que afasta determinismos geracionais e sugere que as atitudes se
vinculam sobretudo a concepgdes de autoria, compromisso formativo, familiaridade
tecnologica e valores associados a integridade académica. As percepgdes foram organizadas em
trés eixos: (1) as apropriagdes da IA generativa no percurso do pré-projeto a qualificagdo; (2) o
texto hibrido na pesquisa e as tarefas que podem ser delegadas a IA ao longo da elaboragdo de
teses e dissertacdes; e (3) o texto artesanal e o texto hibrido e seus prestigios diferenciados na
produgdo do conhecimento em Educagdo. A analise foi ancorada em uma perspectiva critica da
tecnologia (Feenberg, 1999, 2004, 2013, 2022), articulada as discussdes sobre integridade
académica e cientifica (Mainardes, 2023a,b), autoria e apropriagdo (Chartier, 1998, 2002,
2017), texto hibrido (Lopes; Forgas; Cerda-Navarro, 2024) e pedagogia do prompt (Santos,
2024; Silva, 2024). O estudo identificou que a admissibilidade ao uso da A generativa na
escrita de teses e dissertagdes € situada, variando conforme a etapa da escrita, as concepgdes
metodoldgicas e epistémicas, além do dominio da ferramenta. Esse cendrio € atravessado por
siléncios e tensoes éticas, formativas, pedagogicas e institucionais. Os resultados indicam que
¢ possivel adotar ferramentas de IA generativa como apoio a escrita sem reduzir o trabalho a
uma logica tecnocratica e reducionista, desde que a tecnologia atue como auxiliar da atividade
humana, e ndo como sua substituta. Os achados ainda apontam que a presenca da IA generativa
na escrita académica demanda atengdo as dimensdes éticas e formativas, particularmente no
que se refere a mediagdo pedagogica e as condig¢des institucionais necessarias para assegurar a
integridade académica e cientifica na P6s-Graduagao em Educagao.

Palavras-chave: Inteligéncia Artificial; Integridade Académica e Cientifica; Texto Hibrido;
Autoria; Pos-Graduagdao em Educacao.



ABSTRACT

The rapid dissemination of generative artificial intelligence tools based on large language
models (LLMs), such as ChatGPT and Copilot, has challenged established modes of producing,
evaluating, and communicating academic knowledge, creating tensions around conceptions of
authorship, originality, and academic integrity, particularly in Stricto Sensu Graduate
Programs. In this context, the aim of this thesis was to analyze the perceptions of master’s and
doctoral students, as well as their supervisors, from Graduate Programs in Education regarding
the appropriation of generative Al in both the process and the product of hybrid texts in
dissertations and theses, considering prospective scenarios and academic integrity. This
exploratory and descriptive qualitative study is grounded in the methodological principles of
Content Analysis (Bardin, 2011) and data triangulation (Trivifios, 1987). It draws on semi-
structured interviews with 24 participants, equally divided between graduate students and
faculty advisors from two Brazilian public universities. No direct correlation was found
between age or years of teaching experience and participants’ positions on the use of Al in
academic writing. This finding rules out generational determinism and suggests that attitudes
are shaped primarily by conceptions of authorship, formative commitments, technological
familiarity, and values associated with academic integrity. Participants’ perceptions were
organized into three analytical axes: (1) the appropriations of generative Al from the pre-project
stage through the qualification stage; (2) the hybrid text in research and the tasks that can be
delegated to Al throughout the development of theses and dissertations; and (3) the artisanal
text and the hybrid text, and their differentiated prestige in the production of knowledge in
Education. The interpretation of the data was anchored in a critical perspective on technology
(Feenberg, 1999, 2004, 2013, 2022), articulated with discussions on academic and scientific
integrity (Mainardes, 2023a, 2023b), authorship and appropriation (Chartier, 1998, 2002,
2017), hybrid text (Lopes; Forgas; Cerda-Navarro, 2024), and prompt pedagogy (Santos, 2024;
Silva, 2024). The study identified that the admissibility of using generative Al in the writing of
theses and dissertations is situated, varying according to the stage of writing, methodological
and epistemic conceptions, and the researcher’s mastery of the tool. This scenario is permeated
by ethical, formative, pedagogical, and institutional silences and tensions. The results indicate
that it is possible to adopt generative Al tools as support for academic writing without reducing
the work to a technocratic or reductionist logic, provided that the technology functions as an
aid to human activity rather than as its replacement. The findings also suggest that the presence
of generative Al in academic writing requires attention to ethical and formative dimensions,
particularly regarding pedagogical mediation and the institutional conditions necessary to
ensure academic and scientific integrity in Graduate Programs in Education.

Keywords: Artificial Intelligence; Academic and Scientific Integrity; Hybrid Text; Authorship;
Graduate Education.
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INTRODUCAO

Vivemos um momento de transi¢do na forma como o conhecimento ¢ produzido,
compartilhado e validado socialmente. As transformagdes tecnologicas e digitais do século XXI
tém impactado ndo apenas as formas de comunicacdo e trabalho, mas também os modos de
ensinar, aprender e pesquisar. Nesse cenario, o campo da educagdo, especialmente na educagao
superior, tem se tornado um espaco de tensdes, desafios e reconfiguragdes, exigindo novos
olhares sobre praticas historicamente consolidadas.

Entre os recursos emergentes que mais provocam rupturas e inquietagdes esta a
inteligéncia artificial com capacidade generativa, cujos efeitos se fazem presentes em areas
como medicina, economia, industria, lazer e, de modo especial, no campo educacional.
Diferentemente de plataformas como o Google ou a Wikipédia, que apenas localizam e
recuperam informagdes previamente armazenadas em suas bases de dados, esse tipo de sistema,
como o ChatGPT, ¢ capaz de produzir novos textos a partir de padrdes aprendidos em grandes
volumes de dados, além de comandos submetidos pelos proprios usuarios.

Isso significa que suas respostas ndo se limitam a reproduzir contetido ja existente,
mas combinam informagdes de modo original, simulando a criacdo de sentido com base nos
comandos recebidos. Trata-se, portanto, de um aparato computacional que nao apenas busca,
mas elabora linguagem, trazendo desafios e possibilidades singulares para a sociedade.

No contexto académico, compreender suas implica¢des tornou-se urgente, 8 medida
que a presenca de tais mecanismos tecnologicos pode alterar as dinamicas de producdo de
conhecimento e de escrita cientifica, demandando reflexdes sobre seu uso €ético e responsavel
no ensino e, principalmente, na pesquisa. Segundo a revista Forbes (2023), a rapida
dissemina¢do de ferramentas como o ChatGPT 3.5, lancado pela OpenAl, em novembro de
2022, evidencia a escala global desse fenomeno. A ferramenta atingiu 100 milhdes de usudrios
em apenas dois meses.

Esses agentes conversacionais, como o proprio ChatGPT e seus similares (Bing,
Copilot, Gemini, entre outros), operam com base em modelos de linguagem de grande escala
(LLMs - Large Language Models), que geram dados a partir de instru¢des fornecidas por
usudrios em campos de entrada textual, chamados de prompts. A partir desses comandos, os
sistemas produzem novos contetidos (textos, imagens, musicas ou videos) com linguagem

semelhante & humana (Eke, 2023).
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Estudos recentes (Santaella, 2023; Ramos, 2023; Sampaio; Sabbatini; Limongi,
2024) tém evidenciado o impacto desses modelos computacionais de geracdo textual nas
praticas de pesquisa e produgdo cientifica, exigindo atencao a originalidade dos trabalhos ¢ a
responsabilidade do pesquisador quanto aos dados utilizados.

Esse debate ja mobiliza um movimento amplo de regulamentacdo que vem se
consolidando no plano global e nacional. Periddicos, associagdes cientificas, editoras,
universidades e 6rgaos multilaterais, entre eles ONU, Unido Europeia e Unesco, t€ém publicado
principios e recomendagdes para o uso ético e responsavel da inteligéncia artificial generativa.
As diretrizes da Unesco (2024), por exemplo, reafirmam o letramento midiatico e informacional
como direito humano fundamental, exigindo das instituicdes de educacdo superior o
compromisso com o acesso equitativo e o desenvolvimento de competéncias criticas,
especialmente na pds-graduagao.

No Brasil, esse processo de responsabilizagdo institucional tem se fortalecido por
meio de codigos, guias e politicas internas elaboradas por universidades publicas e
confessionais. Merece destaque o Codigo de Integridade Académica no Uso do ChatGPT e
outras Formas de Inteligéncia Artificial Generativa, publicado pela PUC Minas em 2024, por
ter sido criado especificamente no ambito de um programa de pods-graduagdo em Educacio.
Outras instituicoes, como a UFBA, UFMA ¢ UFMG, também vém formulando diretrizes e
estruturas normativas para orientar o uso dessas tecnologias no ensino € na pesquisa,
sinalizando a urgéncia de politicas institucionais comprometidas com a ética, a autoria € a
formagao critica.

Dessa forma, a universidade torna-se palco de disputas entre inovagdo técnica e
compromisso €tico, abrindo caminho para um campo fértil de investigagdo sobre os sentidos
atribuidos a autoria, a originalidade e a integridade no contexto da ciéncia. Frente a esse
contexto de transformagdes tecnologicas, questionamos quais impactos a automagdo dos
processos académicos pode gerar na producao cientifica em Educagao.

A escolha por este tema de pesquisa foi motivada pelas discussdes no Grupo de
Estudos EducaSociologias, coordenado pelo professor Carlos Lopes da UnB, ao qual me
vinculei durante o doutorado. Os debates ali promovidos ampliaram minha curiosidade e
despertaram meu interesse por tematicas relacionadas a escrita académica e ao uso de
tecnologias digitais, proporcionando contato com investigacdes em andamento sobre a
utilizagdo de ferramentas de inteligéncia artificial na produg¢do de textos. Neste mesmo

percurso, no primeiro semestre de 2023, a disciplina Produg¢do e Comunicagdo de Trabalhos
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Cientificos em Educac¢do aprofundou tais reflexdes e possibilitou acesso a publicacdes
relevantes sobre o tema.

Paralelamente, minha trajetoria como professora da Unimontes ha duas décadas tem
me permitido acompanhar de forma préxima as transformagdes provocadas pelas tecnologias
digitais no contexto educacional. Tenho observado, com frequéncia, que estudantes da
graduacdo vém utilizando ferramentas de inteligéncia artificial generativa na elaboracao de seus
trabalhos. Esses usos, embora ainda marcados por siléncios e desigualdades de acesso, tém se
intensificado e provocado inquietacdes no cotidiano das praticas pedagogicas, especialmente
quando ha suspeitas sobre a autoria do aluno.

Conversas com outros docentes confirmam que esse cendrio ndo ¢ isolado, mas sim
uma realidade que atravessa diferentes cursos e ambientes universitdrios. Compreendo,
portanto, que estamos diante de uma oportunidade de reflexdo e ressignificacdo. Trata-se de um
fendomeno ja presente nos espagos formativos e que exigird, cada vez mais, escuta sensivel,
abertura ao dialogo e construg¢do coletiva de caminhos que garantam uma formagdo ética e
socialmente comprometida.

Essas vivéncias, tanto na UnB quanto na pratica docente, despertaram em mim o
desejo de aprofundar a compreensao sobre como essas tecnologias estdo sendo percebidas por
diferentes sujeitos da area da Educagdo. Por esse motivo, concentrei meu olhar especialmente
na Pos-Graduacgao Stricto Sensu, por entender que esse € um espago estratégico na producgado de
conhecimento original e na formacao de pesquisadores comprometidos com o rigor académico
e a integridade cientifica.

E nesse ponto que se insere a tese que orienta este estudo. Partimos do pressuposto
de que a presenca da inteligéncia artificial generativa na Pos-Graduacao em Educacao tensiona
e reconfigura concepgoes tradicionais de autoria, originalidade e formacdao do pesquisador,
produzindo percepgdes heterogéneas, situadas e atravessadas por disputas éticas, epistémicas,
pedagdgicas e institucionais. Compreendemos que tais tensdes ndo anulam a possibilidade de
uso ¢ético e formativo dessas tecnologias, mas exigem a mediacao critica e a agéncia reflexiva
do pesquisador. Essa tese, construida de forma processual ao longo da andlise qualitativa,
orienta a investigagdo e serd examinada a luz das percepg¢des dos participantes.

Essa discussdo se articula a compreensdo de que o uso de ferramentas de
inteligéncia artificial generativa na escrita académica pode ocorrer de modo eticamente
orientado, desde que tais tecnologias sejam integradas como auxiliar da atividade humana e nao

como substitutas dela. Essa perspectiva, que orienta o horizonte interpretativo desta tese, afasta
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leituras tecnocraticas e reducionistas e reforga a centralidade da agéncia e da responsabilidade
do pesquisador.

Diante dessa inquietacao e da relevancia do tema para a minha area de atuagdo, a
questao que norteou esta tese de doutorado foi: quais as percepcdes de mestrandos, doutorandos
e orientadores de dois Programas de Po6s-Graduagdo Stricto Sensu em Educacdo sobre a
apropriagdo da IA generativa no processo e no produto de textos hibridos de dissertagdes e teses
e por que dizem o que dizem.

O texto hibrido, de acordo com Lopes, Forgas e Cerda-Navarro (2024) ¢ aquele que
envolve a mediacdo da inteligéncia artificial generativa como assistente textual, sem implicar
coautoria, mas configurando um processo compartilhado sob curadoria ativa do autor humano.

Ao considerarmos que essa ¢ uma discussao nova no ambito académico e da
pesquisa cientifica, adotamos a perspectiva de cenarios prospectivos, definidos como narrativas
hipotéticas que exploram diferentes possibilidades de futuro, sem a intengdo de prever ou
predizer eventos (Reche; Ramos; Vils, 2017). Essa abordagem configura-se como uma
ferramenta adequada para refletir sobre situagdes que ainda nao tenham sido vivenciadas. Desse
modo, tais cenarios foram apresentados aos participantes no momento das entrevistas, a fim de
estimular projecdes, percepcdes e posicionamentos sobre a admissibilidade de uso de tais
ferramentas na produgao de textos académicos hibridos.

Desse modo, o objetivo geral desta pesquisa foi analisar quais as percepcoes de
mestrandos, doutorandos e orientadores de dois Programas de P6s-Graduagao Stricto Sensu em
Educacao sobre a apropriacdo da IA generativa no processo e no produto de textos hibridos,
considerando cenarios prospectivos € a integridade académica.

A 1deia de “processo” diz respeito as etapas formativas em que ocorre a apropriacao
da inteligéncia artificial generativa. Inclui desde o0 momento de sele¢@o dos candidatos a Pos-
Graduacdo até a defini¢do do projeto de pesquisa e a escolha do enfoque metodologico, etapas
que podem influenciar ou determinar a adogao dessa tecnologia. O termo “produto” refere-se
ao resultado final da pesquisa, isto €, a dissertagdo ou a tese, em cuja escrita a presenga da [A
pode gerar repercussdes simbolicas e institucionais. Essas repercussdes se manifestam,
sobretudo, na forma como o texto ¢ avaliado e no prestigio académico atribuido ao pesquisador
quando o trabalho foi elaborado com assisténcia desse tipo de recurso.

Antes de apresentarmos os desdobramentos desse objetivo, faz-se necessario
explicar o sentido da palavra percep¢do, adotada nesta tese. Fundamentamo-nos na perspectiva

fenomenoldgica de Merleau-Ponty (1999), para quem a percep¢do ndo se limita a captagao
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sensorial ou representacdo objetiva da realidade, mas constitui uma forma de estar no mundo,
enraizada na experiéncia vivida e no corpo que sente, age e interpreta.

Nesse entendimento, perceber ¢ atribuir sentido ao que nos afeta no presente, a
partir de nossas relagdes, praticas, contextos e afetos. Trata-se, portanto, de uma forma situada
de conhecer. Assim, as percep¢des aqui analisadas dizem respeito aos modos pelos quais os
sujeitos da pesquisa constroem sentido sobre a apropriacdo da [A generativa em suas trajetorias
formativas e nos processos e produtos da producao de conhecimento académico.

Dando continuidade, apresentamos os objetivos especificos que buscamos alcangar
nesta tese:

e Compreender as percepcdes de pos-graduandos e orientadores, a partir de
cenarios prospectivos, sobre a admissibilidade ou nao da utilizagao de IA na elaboragao de pré-
projetos de pesquisa submetidos a selecao para programas de pos-graduagdo em Educacdo, bem
como no desenvolvimento dos projetos de qualificagdo para mestrado e doutorado, por meio de
textos hibridos;

e Examinar, a partir de cendrios prospectivos, como a apropriacao da IA generativa
em relacdo a natureza da pesquisa (qualitativa, quantitativa ou de abordagem mista), influencia
sua admissibilidade na elaboragdo de dissertagdes e teses;

e Compreender, a partir de cendrios prospectivos, como mestrandos, doutorandos
e docentes orientadores avaliam o uso da inteligéncia artificial generativa nas diferentes etapas
do processo de produgao textual no mestrado e no doutorado, identificando as tarefas em que
esse uso € considerado admissivel ou ndo;

® Mapear, a partir de cenarios prospectivos, os riscos apontados, as medidas
propostas, barreiras enfrentadas e beneficios percebidos por mestrandos, doutorandos e
orientadores no contexto da produgdo de textos hibridos, visando a preservagao da integridade
académica; e

e Compreender os sentidos atribuidos a dissertacdo ou tese produzida sem
intervencdo da IA (texto artesanal), em comparagdo ao texto hibrido, no que diz respeito ao
prestigio académico no campo da Educagao.

Este trabalho esté estruturado em cinco capitulos.

O primeiro capitulo, intitulado A inteligéncia artificial no contexto da produg¢do

académica, apresenta o referencial tedrico sobre a Inteligéncia Artificial, abordando sua
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defini¢do e evolugdo histérica, desde a Conferéncia de Dartmouth!, em 1956, passando pelos
chamados “invernos da IA%” (décadas de 1970 e 1990), até sua ascensdo recente, impulsionada
pelos avangos em aprendizagem profunda® (deep learning) e redes neurais (Kaufman, 2020;
Sichman, 2021; Santaella, 2023a). Sao examinadas as diferentes classificacdes da IA (fraca,
forte e superinteligente), bem como as distingdes entre IA preditiva e IA generativa (Ludermir,
2021; Rohe; Santaella, 2023). Em seguida, discutimos a evolu¢do dos modelos de linguagem
de grande escala (Large Language Models), como GPT-3.5, GPT-4 e GPT-5, que viabilizam
interacdes mais naturais e interpretagoes de contextos complexos. Sdo analisadas também as
principais plataformas, incluindo o ChatGPT, Copilot e sistemas similares, com destaque para
suas possibilidades de uso em processos académicos.

Essas aplicagdes, contudo, suscitam debates sobre os desafios éticos e epistémicos
que afetam diretamente a integridade académica (Mainardes, 2023a, 2023b; Tedesco; Ferreira,
2023; Limongi, 2024). O capitulo contempla ainda temas como literacia digital critica (Lemos,
2024; Santaella, 2023f), governanga algoritmica, fundamentos técnicos e limites epistémicos
da IA generativa, riscos como as alucinacdes e o colonialismo de dados, além de conceitos
como a pedagogia do prompt (Pimentel, 2024; White et al., 2023) e as novas fronteiras da
integridade académica. A discussdo se encerra com uma reflexdo sobre responsabilidade e
integridade na producao cientifica em tempos de Inteligéncia Artificial generativa.

O segundo capitulo, intitulado Abordagens criticas e conceituais sobre a
apropriagdo da tecnologia e suas conexdes para a compreensdo do texto hibrido na Pos-
Graduacdo Stricto Sensu em Educagdo, apresenta pressupostos tedricos fundamentais para
ampliar a discussdo sobre a escrita académica nos cursos de Mestrado e Doutorado em
Educagdo. Sao discutidos o conceito de apropriagdo em Chartier (1998, 2002, 2017), que

explica como individuos e grupos reinterpretam e ressignificam textos em praticas culturais

" A Conferéncia de Dartmouth foi realizada nos EUA, em 1956, sob a lideranca de eminentes pesquisadores —
Claude Shannon, Nathaniel Rochester, Marvin Minsky e John McCarthy. “O evento reuniu um grupo de dez
cientistas na crenga de que trabalhando juntos por dois meses conquistariam avangos significativos; a determinagéo
era descobrir como fazer com que as maquinas usem linguagem, abstragdes de forma e conceito, e resolvam tipos
de problemas do dominio humano” (Kaufman, 2020, p. 66745).

2 Inverno de IA é um termo utilizado que se refere a periodos na histéria do desenvolvimento da inteligéncia
artificial (IA) em que o interesse, financiamento e progresso na area diminuiram significativamente. Esses periodos
sdo caracterizados por pessimismo e desilusdo em relagdo ao potencial e as capacidades da IA, geralmente devido
a falhas em alcangar os objetivos esperados ou promessas exageradas que ndo puderam ser cumpridas (Sichman,
2021).

A aprendizagem profunda ¢ um subconjunto da aprendizagem de maquina que utiliza algoritmos sofisticados de
redes neurais artificiais com varias camadas ocultas. Pode ser entendida como uma automagdo da analitica
preditiva e tem sido responsavel por grande parte da inovacao na ltima década. Processa grandes volumes de
dados para detectar padrdoes muitas vezes imperceptiveis aos humanos, imitando o funcionamento do cérebro
(Santaella, 2023a).
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dindmicas, e a no¢ao de texto hibrido de Lopes, Forgas e Cerda-Navarro (2024), que caracteriza
a interacdo entre pesquisador e maquina sem retirar o protagonismo do humano.

O capitulo também aborda o construtivismo critico da tecnologia de Feenberg
(1999, 2002, 2004, 2022), que rejeita a ideia de uma tecnologia neutra ou puramente técnica,
destacando que o significado tecnoldgico € constantemente reinterpretado nos contextos sociais
e historicos de seus usuarios. Sao incorporadas ainda as contribui¢des de Freitas (2002, 2004)
e Bocic e Galassi (2017) sobre o conceito de capital tecnoldgico-informacional, que
problematiza as desigualdades no acesso e dominio das tecnologias digitais no meio académico.

O capitulo se completa com a andlise da inclusdo digital como direito civil e
compromisso institucional, considerando diretrizes nacionais e internacionais (Unesco, 2024;
Evangelista, 2023; Santaella, 2023f; Sampaio; Sabbatini; Limongi, 2024) e discutindo as
especificidades da Pos-Graduagdo Stricto Sensu em Educag¢do no Brasil (Warde, 1990;
Kuenzer, 2005), com destaque para suas finalidades, desafios e implicagdes na formagao critica
do pesquisador.

O terceiro capitulo, intitulado Revisdo sistemdtica de literatura, apresenta um
levantamento de produgdes publicadas entre 2018 e abril de 2025 que tratam da utilizagao da
inteligéncia artificial generativa, em especial dos modelos de grande linguagem (LLMs), na
pesquisa académica em Educacdo. A busca foi conduzida no Portal de Periddicos Capes,
abrangendo as bases Catalogo de Teses e Dissertagdes da Capes, Scopus/Elsevier, SciELO e
Web of Science. O levantamento inicial retornou 349 publicacdes, das quais 25 compuseram o
portfolio final apos aplicagao dos critérios de inclusdo e exclusdo. De modo geral, os estudos
selecionados ressaltam as potencialidades, como o apoio a escrita, a otimizacao de processos €
a ampliagdo do acesso a informagdo, e também os riscos €ticos e epistémicos, relacionados a
autoria, a originalidade, a confiabilidade das fontes e aos possiveis vieses algoritmicos. Essas
contribuicdes foram sistematizadas em nucleos temadticos que subsidiam a discussdao
desenvolvida ao longo da pesquisa.

O quarto capitulo, intitulado Entre vozes humanas e algoritmos: o caminho
metodoldgico, descreve a abordagem qualitativa de natureza exploratoria e descritiva que
orientou o estudo. Sdo apresentados o contexto da investigacdo, os critérios de selecdo dos
participantes e os procedimentos de coleta e analise de dados. O estudo contou com a
participacao de 24 sujeitos (12 pos-graduandos e 12 orientadores), vinculados a dois Programas
de Pos-Graduagao Stricto Sensu em Educagdo de duas universidades publicas brasileiras, cujos
nomes foram mantidos em sigilo. As entrevistas semiestruturadas foram analisadas com base

na metodologia de analise de conteudo (Bardin, 2011), complementada pela triangulagdo
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metodoldgica (Trivifios, 1987), reforcando o rigor na conexdo entre fala, contexto e
interpretagao.

Trazemos também os aspectos éticos, destacando o cuidado na preservagao do
anonimato, a devolutiva dos resultados as institui¢des participantes € 0 compromisso com a
integridade académica. O projeto foi aprovado pelo Comité de Etica em Pesquisa (Parecer n°
6.997.346/CAAE: 81972524.3.0000.5146).

O quinto capitulo, intitulado 4 I4 na academia na visdo de mestrandos,
doutorandos e orientadores: o que dizem e por que dizem, apresenta a analise das percepgdes
dos participantes sobre a apropriacdo da inteligéncia artificial generativa no processo € no
produto de textos hibridos, considerando cenarios prospectivos € o contexto da integridade
académica em dois Programas de Pds-Graduacao Stricto Sensu em Educagdo de universidades
publicas. A apresentacdo e a discussdo dos dados estdo organizadas em trés eixos de analise:
(1) apropriagdes da IA, do pré-projeto submetido a selecdo ao PPGE até o projeto de
qualificacdo; (2) o texto hibrido na pesquisa e as tarefas que podem ser delegadas a 1A
generativa na elaboragdo de teses e dissertagdes; e (3) o texto artesanal, o texto hibrido e seus
prestigios diferenciados na producdo do conhecimento em Educagdo.

Assim, o estudo buscou ampliar a compreensao sobre um fenomeno emergente na
Pos-Graduacao e oferecer subsidios para que a apropriagdo da inteligéncia artificial generativa
ocorra de forma ética, critica e responsavel, encerrando-se com as consideracdes finais que
retomam a hipotese inicial, sintetizam as contribui¢des centrais e indicam recomendagdes para

politicas institucionais e futuras investigacdes.
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CAPITULO I

A INTELIGENCIA ARTIFICIAL NO CONTEXTO DA PRODUCAO CIENTIFICA

IAs séo sim boas fontes, mas requerem bons humanos em
interlocucao.
Santos e Santaella (2023)

A inteligéncia artificial, na contemporaneidade, configura-se como um fendémeno
sociotécnico multifacetado, cujos desdobramentos éticos, culturais e epistémicos vém
tensionando praticas consolidadas de producdo do conhecimento. Neste capitulo, propomos
uma analise critica de sua definicdo e trajetéria historica, com énfase nas transformagdes
recentes impulsionadas pela TA generativa. Serdo discutidos os avancos dos modelos de
linguagem de grande escala (LLMs), como o ChatGPT, e seus impactos sobre a escrita
académica, a autoria ¢ os modos de producao cientifica.

A secdo também explora os diferentes tipos de ferramentas generativas disponiveis,
destacando suas aplicacdes no campo da pesquisa e os desafios éticos que emergem desse
cenario. Com isso, buscamos compreender de que modo essas tecnologias, longe de serem
neutras, reconfiguram os regimes de saber e exigem novos pactos formativos entre humanos e

maquinas, como sinaliza a epigrafe deste capitulo.

1.1 Definicao e evolucio historica da Inteligéncia Artificial

O conceito de Inteligéncia Artificial surgiu oficialmente na Conferéncia de
Dartmouth, em 1956, um evento que reuniu os principais pesquisadores da época, como John
McCarthy, Marvin Minsky, Nathaniel Rochester e Claude Shannon, com o objetivo de explorar
a criacdo de maquinas capazes de simular a inteligéncia humana (Kaufman, 2020; Sichman,
2021). Esse encontro ¢ considerado um marco inaugural, delineando diregdes de pesquisa que
seriam retomadas e tensionadas nas décadas seguintes. Desde entdo, o campo evoluiu de forma
exponencial, impulsionado por avangos tecnologicos e por uma compreensao cada vez mais
sofisticada dos processos cognitivos humanos.

A trajetoria historica dessa tecnologia ¢ marcada por ciclos de entusiasmo e
frustracdo, refletindo a complexidade de se tentar replicar a cogni¢cdo por meio de algoritmos.
Entre os principais desafios, destacam-se o processamento de grandes volumes de dados, as

limitagdes computacionais e as questdes éticas subjacentes ao desenvolvimento dessas
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ferramentas (Kaufman, 2020). Compreender esse percurso historico ¢ fundamental para
contextualizar suas capacidades atuais e as implicacdes que trazem para a sociedade e a
producao de conhecimento.

Nos anos 1950 e 1960, foram formuladas as primeiras teorias e realizados
experimentos fundamentais, como o Teste de Turing, proposto por Alan Turing em 1950, que
visava aferir a capacidade de uma maquina exibir comportamento inteligente indistinguivel do
humano. Para Ludermir (2021), esse teste estabeleceu um marco inaugural para a area, ao
desafiar cientistas a criar algoritmos que simulassem processos mentais humanos.

Outro experimento significativo desse periodo foi o programa ELIZA,
desenvolvido por Joseph Weizenbaum no MIT*, em 1966 (Santaella, 2024; Ferrari 2024).
Trata-se de um dos primeiros sistemas de processamento de linguagem natural, capaz de
simular um didlogo com um psicoterapeuta utilizando padrdes pré-programados baseados em
palavras-chave. Embora tecnicamente limitado, causou impacto por provocar a impressao de
interlocugdo significativa entre maquina e humano, antecipando dilemas éticos e afetivos que
se tornariam recorrentes nas décadas seguintes.

Apesar desses avangos, as décadas de 1970 e 1980 foram marcadas por sucessivos
"invernos da A", periodos de ceticismo, corte de financiamentos e retragdo das pesquisas. As
expectativas em torno da possibilidade de emular a mente humana foram frustradas pelas
limitagdes computacionais e conceituais da época (Sichman, 2021). Mesmo com o surgimento
de linguagens de programagao especificas e o desenvolvimento de prototipos promissores, 0s
resultados estavam aquém do esperado, especialmente em dreas como processamento
semantico e aprendizagem contextual.

Na década de 1990, essa frustracao se intensificou, configurando um novo ciclo de
desinvestimento e desconfianca no potencial da area. No entanto, a partir dos anos 2000, e
especialmente na década de 2010, o campo foi revitalizado com o surgimento de novos
paradigmas, como a aprendizagem profunda (deep learning), baseada em redes neurais
artificiais. Essas estruturas computacionais mimetizam, até certo ponto, o funcionamento do
cérebro humano e permitiram avangos significativos na interpretacdo de dados complexos
(Santaella, 2023a).

O uso de redes com multiplas camadas, a partir de 2012, superou diversas

limitagdes técnicas que marcaram os periodos anteriores, impulsionando um novo ciclo de

4 O MIT mencionado refere-se a0 Massachusetts Institute of Technology, uma das mais renomadas institui¢des de
ensino e pesquisa em ciéncia e tecnologia do mundo, localizada em Cambridge, Massachusetts, Estados Unidos
(Ferrari, 2024).
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entusiasmo, agora ancorado em resultados mais concretos (Kaufman, 2020; Sichman, 2021).
Esse renascimento da area culmina, na atualidade, com a popularizacdo da chamada Inteligéncia
Artificial Generativa, uma categoria especifica voltada a criacdo autdbnoma de novos contetidos,
como textos, imagens e codigos. Ferramentas baseadas nesse modelo, como o ChatGPT,
langado em novembro de 2022, passaram a ser amplamente utilizadas em multiplos segmentos
da sociedade, incluindo o meio académico onde vém desafiando paradigmas consolidados da

escrita e da autoria.

1.2 Tipos de inteligéncia artificial

A inteligéncia artificial pode ser classificada de varias formas, sendo uma das mais
recorrentes a distin¢do entre a IA fraca (Narrow Al) e 1A forte (General AI). Segundo Ludermir
(2021), a primeira refere-se a sistemas criados para executar tarefas especificas, como tradugao
de idiomas e recomendagdes de produtos, com base em grandes volumes de dados. Tais
mecanismos operam em dominios restritos € ndo desenvolvem habilidades cognitivas além de
sua funcdo original, como ocorre com assistentes de voz, a exemplo da Siri ou Alexa.

Ja a IA forte, conforme o mesmo autor, diz respeito a sistemas com capacidades
cognitivas generalistas, comparaveis as humanas, capazes de aprender e aplicar conhecimentos
em multiplos contextos. Essa forma de tecnologia demonstra flexibilidade e adaptabilidade,
caracteristicas ausentes nos sistemas fracos. Sua complexidade a aproxima daquilo que McAfee
e Brynjolfsson (2017) denominam tecnologia de propodsito geral, isto €, inovacdes que, como a
eletricidade ou a internet, produzem transformacdes estruturais em diversos setores da
sociedade. Além disso, impdem desafios éticos, educacionais e politicos que extrapolam o
campo técnico, exigindo abordagens reflexivas sobre autoria, formacao e responsabilidade no
uso dessas ferramentas.

Além das classificagdes entre IA fraca e [A forte, alguns autores mencionam uma
terceira categoria, a chamada IA superinteligente, ainda tedrica, que pressupde um desempenho
superior ao humano em todas as areas cognitivas. Ludermir (2021) observa que, embora situada
no campo das projecdes, essa concepgdo mobiliza debates sobre controle, impacto social e
riscos existenciais da autonomia algoritmica. Nos ultimos anos, entretanto, novas tipologias
tém sido propostas, ampliando o olhar para os modos de funcionamento e aplicagdo dessas
tecnologias.

De modo mais recente, Rohe e Santaella (2023, p. 82) sugerem uma organizagao

segundo os modos de operacao: ha sistemas que classificam dados (machine learning), outros
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que antecipam eventos (preditivos) e os que produzem novos conteudos (generativos). No
primeiro grupo, inserem-se modelos como os que detectam fraudes bancérias; no segundo, estao
ferramentas que projetam comportamentos ou riscos com base em padrdes anteriores; no
terceiro, destacam-se 0s mecanismos que criam textos, imagens ou codigos inéditos, como o
ChatGPT, o DALL-E ou o Copilot.

Embora o ChatGPT seja amplamente conhecido, ¢ importante diferenciar suas
camadas: trata-se de um chatbot, baseado em um modelo generativo, especializado em tarefas
linguisticas. Contudo, nem todo chatbot ¢ generativo, e nem toda IA generativa atua sob a forma
de dialogo.

A 1A preditiva, por sua vez, tem se mostrado particularmente relevante na educagao.
Conforme Santaella (2023c), trata-se de uma abordagem que utiliza dados histéricos e
algoritmos estatisticos para antecipar padrdes e sugerir acdes. Em institui¢des de ensino, esse
tipo de andlise pode contribuir, por exemplo, para a identificacdo precoce de estudantes em
risco de evasdo (Pinheiro; Valente, 2021), o que favorece a adogao de estratégias pedagdgicas
e administrativas mais eficazes.

Santos et al. (2024) ampliam esse panorama ao destacar o uso da IA preditiva na
adaptacao curricular em tempo real e na formagao de trilhas personalizadas, evidenciando que
seu uso ético e responsavel pode fortalecer as capacidades institucionais de resposta aos
desafios contemporaneos da aprendizagem. Ao contrario da IA generativa, que cria novos
conteidos, a preditiva opera sobre dados ja existentes, ainda que ambas possam ser
complementares, como observa Santaella (2023c).

A compreensdo dessas distingdes ¢ fundamental para se avaliar o papel das
tecnologias na educac¢do e na ciéncia. A seguir, aprofundamos a discussao sobre inteligéncia
artificial generativa, foco central deste estudo, cuja incorporagdo na escrita de teses e
dissertacdes tem suscitado debates epistemologicos, éticos e formativos no campo da Pos-

Graduagao em Educacao.

1.3 A TA Generativa e seus impactos na vida cotidiana

A inteligéncia artificial generativa representa um marco inovador por sua
capacidade de produzir conteido original a partir de vastos bancos de dados. Ao utilizar
informagdes previamente existentes, essa tecnologia sintetiza textos, imagens, vozes, videos e

codigos, transformando diferentes setores, especialmente o educacional. Diferentemente das
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IAs preditivas, que operam com regras e algoritmos fixos, a IA generativa € projetada para criar
novos conteudos de forma autonoma. Nesse sentido, pode ser aplicada em variados dominios
criativos, como a produgdo de textos, imagens, sons e¢ codigos. Entre as ferramentas mais
conhecidas estdo as interfaces de conversacao baseadas em LLMs, como o ChatGPT, e
geradores de imagens como o MidJourney e o DALL-E.

A evolugdo histérica da [A generativa evidencia sua capacidade de aprender e
aprimorar-se continuamente. Inicialmente, segundo Eke (2023), esses sistemas dependiam de
algoritmos de aprendizagem de maquina convencionais, mas logo evoluiram para modelos de
linguagem de grande escala (LLMs), treinados em amplos conjuntos de dados textuais, visuais
e auditivos. Esses avancos possibilitam que tais modelos ndo apenas simulem a linguagem
humana, mas também compreendam e produzam contetidos complexos, como textos, imagens,
musicas e codigos de software. Tais capacidades sdo observadas em ferramentas como o
ChatGPT, que operam sobre sucessivas geracdes de modelos da familia GPT, os quais vém
sendo constantemente atualizados (GPT-3, GPT-4, GPT-5 ¢ versdes subsequentes),
possibilitando interagdes em linguagem natural para multiplas finalidades académicas, criativas
e profissionais.

Um marco de grande relevancia nesse avango foi a introdugdo do Transformer, em
2017. Trata-se de uma técnica matematica que otimiza o tempo de processamento ao permitir
que o treinamento algoritmico ocorra em paralelo em varios processadores (Rohe; Santaella,
2023). Essa inovagdo acelerou consideravelmente a capacidade das IAs generativas, tornando-
as mais eficientes e poderosas, o que deu origem a ferramentas como o ChatGPT e seus
similares.

Apesar de seu potencial transformador, a rapida disseminacdo desses sistemas
algoritmicos criativos carrega contradi¢des que ndo podem ser negligenciadas. O impacto
ambiental ilustrado por Li et al. (2025) revela que o progresso tecnoldgico, ainda que inovador,
demanda infraestrutura energética e hidrica intensiva, cujos custos ecoldgicos recaem sobre
sociedades j4 marcadas por desigualdades no acesso a recursos basicos. Nesse sentido, a
promessa de eficiéncia e inovacdo deve ser acompanhada de uma abordagem critica que
considere também a sustentabilidade e a justica socioambiental.

Essa ambivaléncia se estende a outros setores da sociedade, nos quais tais recursos
tecnologicos tém provocado transformagdes profundas, ao mesmo tempo em que levanta
dilemas éticos, epistémicos e profissionais. No setor empresarial, por exemplo, a tecnologia ¢é
utilizada para otimizar campanhas de marketing, personalizar experiéncias dos clientes e

acelerar a inovacdo em produtos. Com base na andlise de grandes volumes de dados, ela
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contribui para estratégias mais eficazes e para o aumento da fidelizacdo de consumidores. Além
disso, como destacam Ro6he e Santaella (2023), permite a criagdo de prototipos, simulagdes e
solucdes inovadoras com maior agilidade e menor custo operacional.

Na industria criativa, as aplicagdes de IA generativa evidenciam o potencial de
ampliacdo das possibilidades estéticas, mas também reacendem debates sobre a desvalorizagao
da autoria humana. Ferramentas que geram melodias, imagens e roteiros demonstram como a
criatividade algoritmica pode complementar o trabalho humano, mas também suscitam
resisténcias. Um caso emblematico € o posicionamento critico de Hayao Miyazaki (2016),
cofundador do Studio Ghibli, que considerou insultuosa a utilizagdo de recursos algoritmicos
para simular movimentos animados, destacando a importancia da intencionalidade, da empatia
e da experiéncia na criacdo artistica. Esse episodio evidencia que, para além dos ganhos
técnicos, o avanco dessas solugcdes computacionais na arte exige uma reflexdo ética mais
profunda sobre sensibilidade estética e substitui¢do tecnologica.

No campo académico, essas ferramentas tecnologicas também tém sido integradas
a diferentes etapas do fazer cientifico. Segundo Pigola et al. (2023), Sampaio, Sabbatini e
Limongi (2024) e Kasneci et al. (2023) essas ferramentas auxiliam na revisdo de literatura,
sistematizagdo de dados, identificacdo de padroes e producdo de textos, tanto em abordagens
qualitativas quanto quantitativas. Entretanto, sua incorporagdo a pesquisa demanda o
enfrentamento de desafios éticos, como a atribuig¢do de autoria, a transparéncia dos processos €
a necessidade de formagao critica para o uso consciente dessas tecnologias.

Assim, os efeitos desses sistemas algoritmicos na vida cotidiana, embora
significativos, ndo devem ser tratados de forma unidimensional, mas como fendmenos
complexos que exigem analise multidisciplinar, responsabilidade social e regulagdo
institucional. No proximo item, exploraremos os fundamentos e o funcionamento dos modelos
de linguagem de grande escala (LLMs), fundamento estrutural das ferramentas de IA generativa

mais utilizadas na atualidade.

1.4 Evoluciao dos Modelos de Linguagem de Grande Escala (LLMs)

A evolucao dos modelos de linguagem de grande escala (Large Language Models
- LLMs) representa um marco importante no desenvolvimento da inteligéncia artificial,
especialmente no que se refere ao processamento da linguagem natural, ou seja, a capacidade

de compreender, interpretar e gerar textos escritos ou falados proprios da comunicagao humana
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cotidiana. Diferentemente das linguagens formais ou de programacao, a linguagem natural ¢é
permeada por ambiguidades, contextos e nuances culturais, o que a torna um dos maiores
desafios para os sistemas de IA.

A transi¢ao dos sistemas simbdlicos, baseados em regras rigidas de inferéncia
logica, para modelos probabilisticos marcou uma reconfiguracdo importante no campo da
inteligéncia artificial, ampliando suas capacidades de simulagdo linguistica e sua presenca em
ambientes sociais e educacionais. Ramos (2023) pontua que os modelos da familia GPT, como
o GPT-3, GPT-3.5, GPT-4 ¢ o mais recente GPT-5, constituem marcos dessa trajetoria
evolutiva, sendo continuamente aprimorados pela OpenAl.

Inicialmente, segundo a autora, os esforcos em IA simbolica enfrentavam
limitacdes significativas, sobretudo por sua rigidez e pela dificuldade em lidar com a
ambiguidade e a polissemia caracteristicas da linguagem humana. Com a introdugdo da
aprendizagem profunda, os sistemas passaram a aprender diretamente com grandes volumes de
dados, superando essas barreiras técnicas e gerando conteudos que, muitas vezes, se tornam
indistinguiveis daqueles produzidos por humanos.

Esse funcionamento tem implica¢des epistemologicas e educacionais ainda em
disputa, uma vez que os LLMs ndo apenas reproduzem padrdes, mas reorganizam
conhecimentos com base em relagdes estatisticas, o que exige uma reflexdo sobre a natureza do
contetido gerado, sua legitimidade e sua autoria.

Nesse contexto, Beiguelman (2023) propde a no¢ao de “maquinas companheiras”,
compreendendo essas inteligéncias artificiais ndo apenas como ferramentas, mas como agentes
simbolicos que participam das praticas humanas de linguagem. Para a autora, a interagdo com
os LLMs reconfigura as fronteiras entre sujeito ¢ maquina, promovendo deslocamentos nos
modos de autoria, de subjetivacao e de producdo de sentido. Assim, torna-se necessario abordar
criticamente o papel dessas tecnologias na cultura, na ciéncia e na educacgao.

Do ponto de vista técnico, os modelos de linguagem sdo treinados para reconhecer
padrdes e regularidades com base em grandes volumes de dados, sendo capazes de prever
palavras, estruturar argumentos e simular diferentes géneros discursivos com fluéncia
gramatical (Limongi; Sabbatini; Sampaio, 2024; Santaella, 2023c). A geragdo de textos ndo
ocorre por compreensdo semantica, mas pela identificagdo de padrdes probabilisticos que
sugerem a sequéncia mais provavel de palavras, frases e estruturas. Ainda assim, o resultado
frequentemente assume a forma de textos coesos, originais e responsivos aos comandos

fornecidos, o que amplia sua inser¢ao em atividades de escrita, ensino e pesquisa.
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A importancia desses avangos ultrapassa o campo técnico, pois os LLMs tém
moldado novas formas de atuagdo, de comunicacao ¢ de mediagdo do conhecimento. Rohe ¢
Santaella (2023) destacam que a capacidade desses sistemas de produzir textos naturais e
envolventes traz considerdveis implicagdes para a pesquisa académica e para a producao do
saber, exigindo mediagdes criticas sobre seus usos. A medida que seu acesso se democratiza e
sua presencga se naturaliza, torna-se urgente refletir sobre seus beneficios, riscos e limites,
assegurando que sua utilizagdo esteja orientada por principios éticos, responsabilidade social e

compromisso com a formacgao critica dos sujeitos.

1.5 O ChatGPT e outros modelos de IA Generativa

Desenvolvido pela empresa OpenAl, o ChatGPT ¢ um dos modelos de linguagem
de grande escala (LLMs) mais conhecidos da atualidade. Baseado em redes neurais profundas,

> cujo funcionamento permitiu avancos

sua arquitetura utiliza o mecanismo 7Transformer
significativos na area de Processamento de Linguagem Natural (Natural Language Processing
— NPL®). Segundo Santaella (2023a, p. 23), “as letras GPT significam Generative Pre-Trained
Transformer, Transformador Pré-Treinado Generativo, que de fato encontra na letra ‘T’ o
segredo de sua magia”.

A série de modelos GPT, desenvolvida pela OpenAl, exemplifica o rapido avango
das tecnologias de linguagem natural. Desde o GPT-1, lancado em 2018, cada nova geracao
incorporou ganhos expressivos em escala de dados, capacidade de processamento e sofisticagao
contextual. O GPT-3.5, em 2022, representou um marco por democratizar o acesso com
interfaces abertas ao grande publico, enquanto versdes posteriores ampliaram a precisao € a
versatilidade de uso em contextos académicos, criativos e profissionais. Mais do que descrever

cada versdo, interessa evidenciar o cardter progressivo e acumulativo dessa evolucdo, que

ilustra a dindmica acelerada do campo da inteligéncia artificial generativa.

S« ransformer é uma arquitetura de codifica¢do/decodificagdo que usa mecanismo de autoateng@o ou regressao.
Ele ¢ elegantemente treinado e um conjunto de dados de texto ndo rotulado, uma técnica que potencializa o
aperfeigoamento do algoritmo com treinos sem intervencédo direta humana, quer dizer, sem usar base comparativa
com rotulos classificatorios colocados por humanos. Basicamente, corresponde a retirar algumas palavras de texto
encontrados na internet e treinar o programa para acertar a palavra que falta” (Santaella, 2023, p. 22).

® ANPL (Natural Language Processing) ou processamento de linguagem natural se refere ao desenvolvimento da
capacidade das maquinas em entender a linguagem dos humanos e, por conseguinte, fazer devolutivas (outputs)
que fagam sentido de acordo com as solicitagdes (inpuf) iniciais (Sampaio et al., 2024b).
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Grafico 1 — Evolucao do Modelo GPT
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Fonte: Grafico elaborado com assisténcia do ChatGPT 5 a partir de dados inseridos pela autora no prompt de

comando da ferramenta, em agosto de 20247.

Esse movimento rompeu a exclusividade técnica dos sistemas baseados em IA,
antes restritos a programadores e especialistas, € impulsionou sua presenca em multiplas esferas
sociais. Como destacam Sampaio, Sabbatini e Limongi (2024, p. 13), “essas ferramentas cairam
diretamente no colo de qualquer ser humano [...] que passou a ver tarefas que lhe custavam
tempo, sendo realizadas rapidamente por um sistema solicito e prestativo”.

O ChatGPT foi treinado para reconhecer padrdes linguisticos a partir de grandes
conjuntos de textos publicos e licenciados. Essa modelagem estatistica possibilita que ele
produza, muitas vezes, respostas sintaticamente corretas e localmente coerentes, capazes de
simular intera¢cdes humanas e de se aproximar de diferentes estilos de escrita.

Essa coeréncia formal, porém, ndo implica necessariamente veracidade semantica
ou validade epistémica. O sistema ndo assegura a fidedignidade das informagdes geradas,
podendo apresentar imprecisdes ou até enunciados inventados. Sua aparente adaptagdo ao
interlocutor e manutencdo de didlogos continuos também encontram limites, pois a resposta
depende da formulacdo dos comandos e da quantidade de informagdes que o modelo consegue
considerar em cada interacao, o que nao equivale a compreensao humana.

Além disso, como observam Rohe e Santaella (2023a), a eficacia desses sistemas
em simular intera¢cdes humanas ndo ¢ neutra: levanta questdes sobre autoria, intencionalidade

e responsabilidade epistémica. O desafio ético e epistémico esta em discernir quando essas

7 Esclarecemos que as informagdes inseridas nos prompts de comando basearam-se em informagdes fornecidas
pela autora, com base nos estudos de Eke (2024), Santaella (2023a) e do site da propria OpenAdi, empresa
desenvolvedora do ChatGPT.
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interagcdes representam verdadeiras mediagdes cognitivas e quando apenas operam como
mimetismos de sentido.

As aplicacdes praticas desses sistemas sdo amplas. Na educagdo, funcionam como
apoio a escrita, oferecendo sugestdes de estruturacdo de ideias, corre¢des gramaticais e
estilisticas. No setor de atendimento ao cliente, automatizam respostas e otimizam o suporte
técnico. No campo do marketing, criam contetidos personalizados e campanhas automatizadas.
E, na pesquisa cientifica, sdo utilizados para revisar literatura, estruturar argumentos e, em
alguns casos, redigir trechos de artigos. No entanto, tais usos exigem um posicionamento
critico. Conforme alertam Rohe e Santaella (2023a), ¢ essencial garantir que a originalidade e
a integridade académica ndo sejam comprometidas pela delegacdo excessiva de tarefas
intelectuais aos sistemas algoritmicos.

Podemos considerar que a ampliagdo do acesso a ferramenta, impulsionada por sua
disponibilizagdo gratuita ao publico em geral, ainda que com versdes pagas mais robustas e por
uma interface amigavel, constitui um aspecto determinante no modo como essas tecnologias
passaram a impactar a sociedade. Antes de seu lancamento, apenas programadores e
especialistas em tecnologia interagiam diretamente com esse tipo de sistema e compreendiam
seus potenciais. Com o ChatGPT, o acesso a essas tecnologias foi amplamente democratizado,
permitindo que qualquer usuario realizasse tarefas antes restritas a especialistas, como destacam
Sampaio, Sabbatini e Limongi (2024).

Outros modelos de IA generativa também tém ganhado notoriedade. O DALL-E,
por exemplo, ¢ capaz de criar imagens a partir de descricdes textuais, o que amplia suas
aplicagdes no design e nas praticas visuais. Contudo, como pontua Telles (2023, p. 7), “a logica
da producao de imagens por IA ignora uma dimensdo fundamental da criagdo: a experi€ncia
estética e politica de mundo que a atravessa”. A critica recai sobre a auséncia de vivéncia e
intencionalidade nos produtos criados por esses sistemas, evidenciando os limites da
criatividade automatizada.

Essa reflexdo ¢ partilhada por Beiguelman (2023), que propde um deslocamento do
foco tecnocéntrico para praticas de coautoria sensivel entre humanos e maquinas. Trata-se de
uma perspectiva que rejeita o encantamento acritico com a tecnologia e convoca o pesquisador
a preservar os sentidos humanos da criacao, as dimensdes €ticas da autoria € os compromissos
com o bem comum.

De modo geral, os modelos de IA generativa, como ChatGPT, DALL-E, Bard, Bing

e Copilot, constituem ferramentas potentes com multiplas aplicagdes. Contudo, seu uso
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demanda curadoria ativa e responsabilidade formativa, sob risco de esvaziamento epistémico
das praticas de conhecimento.

O termo curadoria tem origem no latim curare, que significa cuidar, zelar ou
assumir responsabilidade (Cunha, 2007). No campo da produgdo académica mediada por
inteligéncia artificial, a expressdo curadoria ativa designa a postura critica, consciente e
interventiva do pesquisador diante dos conteudos gerados por essas ferramentas. Dessa
perspectiva, a pratica envolve ndo apenas a formulacao precisa dos comandos (prompts), mas
também a revisao, a filtragem e a reinterpretacio dos resultados, assegurando que o
conhecimento seja construido de forma ética, autoral e epistemicamente qualificada.

Como destacam Sampaio, Sabbatini e Limongi (2024), ela requer formagao,
acompanhamento e responsabilidade, a fim de evitar usos acriticos que comprometam a
integridade da producao cientifica. Esse conceito serd aprofundado no item 1.6.2, em didlogo
com autores que discutem literacia digital critica, mediagdo humana e reconfigurag¢ao da autoria
na era da TA generativa. O desafio posto a pos-graduacdo ndo ¢ apenas o de regulamentar
tecnicamente tais recursos, mas também de compreendé-los como artefatos sociotécnicos que
reconfiguram profundamente as praticas discursivas, cognitivas e formativas na

contemporaneidade.

1.6 A TA Generativa na producio académica

A introducdo da inteligéncia artificial generativa na academia, sobretudo na
produgdo e comunicagdo cientifica, tem gerado debates intensos. Como afirma Spinak (2023,
s/p), ferramentas como ChatGPT, Bard, Bing e Copilot “estdo transformando rapidamente o
cendrio cientifico e ndo ha retorno. Isso gera um novo cendrio que exigird um novo olhar e
quebras de paradigmas”. Essas tecnologias, baseadas em modelos de linguagem de grande
escala (LLMs), vém sendo empregadas para automatizar tarefas que vao da analise de dados a
elaboracao de textos académicos.

Conforme ja mencionado, o uso da IA estende-se por diferentes setores. No campo
cientifico, Zohery (2023) identifica sua atua¢do em etapas como a concepc¢ao da pesquisa, a

redacdo, a revisao e a publicagdo académica.
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Figura 1 — Aspectos de uso da A na pesquisa
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Fonte: Ramos, 2023 (s/p).

Conforme a Figura 1, Ramos (2023), com base em Zohery (2024), destaca multiplas
potencialidades da IA generativa no processo investigativo. No entanto, seu uso acritico levanta
preocupagdes. Trindade e Oliveira (2024) alertam que o uso apressado e irrefletido dessas
ferramentas compromete a qualidade dos trabalhos, afetando a robustez argumentativa e a
profundidade analitica.

Para além das controvérsias sobre autoria® e propriedade intelectual, emergem
riscos relacionados a confiabilidade dos contedos gerados. Os LLMs operam com base em
dados histdricos, frequentemente marcados por vieses sociais e estruturais. Esses padrdes, ao
serem reproduzidos, perpetuam discriminagdes ja consolidadas. Silveira (2021) alerta que
algoritmos aprendem a partir de regularidades que refletem desigualdades raciais, de género e
de classe, o que pode resultar em racismo algoritmico.

Essa critica se conecta a hipdtese do colonialismo de dados, segundo a qual grandes

corporagdes tecnologicas capturam fluxos massivos de dados pessoais e institucionais sem

8 A discussdo sobre autoria e suas transformagdes diante das novas tecnologias sera aprofundada no subtdpico
2.1.1 — A autoria e outras formas de produgdo de textos no cendrio das IAs generativas. Embasamos em Chartier
(2002), que amplia o entendimento da autoria para além da producdo textual, considerando também a circulagao,
apropriagdo e interpretacdo dos textos
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transparéncia ou consentimento. Esses dados, tratados como ativos estratégicos, sao
transformados em instrumentos de vigilancia e dominagao, replicando 16gicas coloniais.

O debate sobre IA generativa, portanto, demanda uma abordagem que ultrapasse a
dimenséo funcional ou tecnocratica. E necessario problematizar seus impactos epistémicos e
politicos, bem como reivindicar formas de soberania algoritmica que garantam as comunidades
o controle sobre os dados e sua interpretagdo. Para Silveira (2021), esse posicionamento implica
também uma critica as estruturas de poder que sustentam esses sistemas, exigindo politicas
publicas, regulamentacdes democraticas ¢ mediacdo humana ativa diante da colonialidade
digital.

Outra preocupagdo relevante é o fortalecimento do chamado “efeito Mateus™,
fendbmeno no qual autores ja4 consolidados seguem acumulando visibilidade, enquanto
pesquisadores emergentes enfrentam barreiras de reconhecimento. Isso ocorre porque os
algoritmos tendem a priorizar fontes amplamente citadas, o que dificulta a circulacdo de novas
ideias e compromete a diversidade epistémica.

Além disso, 0 uso excessivo de respostas prontas pode inibir o pensamento critico
e a criatividade, gerando dependéncia tecnolédgica (Bail, 2024). Diante disso, torna-se urgente
o investimento em programas formativos voltados a literacia critica digital (ver item 1.6.2),
capazes de desenvolver competéncias reflexivas e discernimento ético no uso dessas
tecnologias.

As plataformas de IA foram concebidas como mediadoras da capacidade humana,
ndo como substitutas. Fyfe (2022) caracteriza esse processo de hibrido, o que se aproxima do
conceito de copiloto proposto por Sampaio et al. (2024b), segundo o qual ferramentas como
ChatGPT funcionam como assistentes que sugerem, reformulam ou expandem trechos com
base nas instruc¢des do autor. Trata-se, portanto, de uma coprodugao textual em tempo real, cuja
responsabilidade final permanece com o pesquisador humano.

Sampaio et al. (2024a) também analisaram o uso de chatbots em pesquisas
qualitativas. Os resultados indicam que, embora essas ferramentas possam automatizar tarefas
como transcri¢do e codificacdo inicial, a interven¢do humana ¢ essencial para garantir a
validade dos dados. Além disso, a constru¢do de comandos eficazes (prompts) ¢ determinante

para a obtengdo de respostas relevantes.

oA expressao "Efeito Mateus" faz referéncia a uma passagem biblica do Evangelho de Mateus (25:29): "Porque a
todo o que tem, mais serd dado, e terd em abundancia; mas ao que ndo tem, até o que tem lhe sera tirado." No
contexto académico, o "Efeito Mateus" descreve uma dindmica em que autores ja estabelecidos e renomados
continuam a receber mais reconhecimento e citagdes, enquanto pesquisadores emergentes enfrentam dificuldades
para ganhar visibilidade e crédito em suas areas (Kasneci et al., 2023).
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E preciso cuidado para que o uso de IA no se torne uma espécie de terceirizagio da
analise, que nos permite produzir ainda mais estudos e artigos. Ora, uma parte
significativa de uma analise qualitativa estd em ler, reler, anotar, destacar, codificar,
decodificar, aglutinar e separar c6digos. (Sampaio ef al., 2024a, p. 22).

Essa perspectiva refor¢a o papel ativo do pesquisador na construgao interpretativa
dos dados. H4a camadas de significado e nuances contextuais que escapam a ldogica
computacional e exigem escuta sensivel, intui¢do tedrica e criticidade. A mediagdo humana ¢
indispensavel ndo apenas para identificar erros ou enviesamentos, mas também para garantir a
profundidade e a relevancia dos achados.

Mais do que uma questao técnica, a difusdo desses sistemas reconfigura as relagdes
entre conhecimento, linguagem e poder, convocando a ciéncia a repensar suas formas de
producdo e legitimagdo. As proximas secdes aprofundam essa discussdo a partir de fendmenos
como alucinacdes algoritmicas, curadoria critica, racismo algoritmico, pds-plagio e outras
categorias emergentes. Paralelamente, apresentam-se estratégias de resisténcia e apropriacao
critica como a pedagogia do prompt, a governanga algoritmica e a curadoria ativa, que visam a

uma reconfiguragdo ética e epistémica da ciéncia no contexto digital.

1.6.1 Explorando o que se diz sobre algumas possibilidades da IA generativa: da geracio

do tema ao enfoque metodoldgico da pesquisa

A crescente aplicacdo de ferramentas de inteligéncia artificial generativa na
producao cientifica tem transformado o processo de escrita académica. Essas ferramentas sao
particularmente eficazes no gerenciamento, analise e sintese de grandes volumes de dados,
aspecto fundamental para a constru¢do de uma revisao de literatura consistente.

Plataformas de IA como Litmaps'® e Connected Papers'!

permitem aos
pesquisadores explorar a literatura disponivel de maneira visual e interativa. Segundo Ramos
(2023), essas ferramentas criam mapas de conhecimento que mostram as conexdes entre

diferentes artigos e temas, facilitando a identificagdo das principais contribui¢des e lacunas no

100 Litmaps ¢€ til para criar um mapa inicial a partir de um artigo conhecido e de interesse, visualizando artigos
conectados para encontrar os seminais mais antigos, ajudando a entender a linha do tempo da pesquisa. Apds
identificar artigos pioneiros, criar mapas iniciais, permite ainda explorar a amplitude da pesquisa derivada,
proporcionando uma viséo geral rapida da literatura relacionada ao artigo original (Ramos, 2023, s/p).

"0 Connected Papers é uma plataforma de TA patrocinada pela Azure da Microsoft. A ferramenta permite inserir
um identificador do artigo, como DOI, titulo, ou URL de bases de dados para, em seguida, gerar um grafico
baseado na analise de cerca de 50.000 artigos do Semantic Scholar, selecionando as conexdes mais fortes com o
artigo de origem.
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campo de estudo. Dessa maneira, a capacidade de visualizar a evolugdo de um campo de
pesquisa e suas interconexdes da condi¢des para a compreensao mais clara do tema, ajudando
os pesquisadores a se situarem em um contexto maior.

Outra ferramenta muito conhecida para revisao de literatura ¢ a plataforma Ellicit.
Ela ¢ utilizada para identificar informagdes-chave em trabalhos, como participantes, analises
de dados, principais descobertas e limitacdes, o que reduz o tempo necessario para avaliar um
estudo. Além disso, de acordo com Ramos (2023), ela 1€ a bibliografia e gera /inks para cada
referéncia, facilitando o acesso e o download dos artigos citados nos estudos e possibilitando
uma avalia¢do abrangente da literatura.

Outra possibilidade oferecida pela IA ¢é a geragdo de hipdteses e a defini¢do de
objetivos especificos, contribuindo para a clareza e o foco do tema de estudo (Trindade;
Oliveira, 2024). Nesse contexto, Aratjo (2016) menciona dois programas de IA voltados para
a geragdo automatizada de hipdteses cientificas: o KnlIT e o brainSCANr. O KnlIT, desenvolvido
por Olivier Lichtarge e Scott Spangler, é capaz de analisar a literatura cientifica e propor
hipdteses a serem testadas empiricamente. Por exemplo, ao examinar 186.879 artigos sobre um
determinado tipo de proteina, o algoritmo gerou 64 hipoteses, das quais 9 foram posteriormente
confirmadas como verdadeiras. Esses resultados demonstram o potencial da IA em fornecer
projegdes confiaveis e identificar novas dire¢des de pesquisa com base em grandes volumes de
dados existentes.

O brainSCANr, desenvolvido por Bradley Voytek e Jessica Voytek, funciona de
maneira semelhante, mas foca na neurociéncia. O programa analisa milhdes de artigos para
encontrar correlagdes e questdes que ainda ndo foram exploradas na literatura cientifica. Essas
areas inexploradas sdo apresentadas como hipoteses potenciais para serem testadas por
pesquisadores humanos. Aratjo (2016) argumenta que esses programas exemplificam como a
IA pode auxiliar na formula¢do de novas hipdteses, tarefa tradicionalmente vista como um
dominio exclusivamente humano. A aceitagdo e eficacia dessas ferramentas sugerem que a
inteligéncia artificial pode se tornar parte do processo cientifico, expandir as capacidades dos
pesquisadores e acelerar o ritmo das descobertas cientificas.

Ferramentas como Resoomer e Scholarcy realizam sintese automatizada de
conteudo, além de executarem uma leitura rapida e eficiente dos principais pontos de artigos
académicos. De acordo com Ramos (2023), essas plataformas identificam as ideias principais
e os fatos importantes dos documentos, economizando tempo e esforco dos pesquisadores. A
geracdo automatica de resumos ajuda a identificar rapidamente os artigos mais relevantes e a

compilar trabalhos que compdem uma revisao narrativa de literatura de forma mais répida e
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eficaz. Esses avangos tecnoldgicos transformam a experiéncia de tarefas de pesquisa
académica, tornando-a mais rapida, facil e produtiva, e podem trazer contribui¢cdes para uma
base tedrica consistente e bem fundamentada.

Trindade e Oliveira (2024) pontuam que o uso de ferramentas de IA na escrita e
edicdo de textos académicos tem contribuido para aprimorar a clareza e a qualidade da produgao
cientifica. Segundo os autores, o0 GPT-3 e seus sucessores auxiliam pesquisadores na redagao
de trechos complexos, reescrita de paragrafos e at¢ mesmo na tradugao de textos para diferentes
idiomas. Esse suporte permite que os pesquisadores foquem no contetido, enquanto a
ferramenta facilita questdes gramaticais e estilisticas, garantindo que suas ideias sejam
transmitidas de forma clara e precisa.

Embora esses autores enfatizem os beneficios das ferramentas de A generativa na
clareza e qualidade dos textos académicos, ¢ necessario problematizar os riscos associados ao
seu uso recorrente. Um dos principais desafios ¢ a possibilidade de que essa assisténcia
tecnologica estimule uma dependéncia excessiva (Bail, 2024), reduzindo o engajamento critico
do pesquisador com a linguagem e com os proprios argumentos. A comodidade oferecida pelos
sistemas pode levar a perda de competéncias autorais fundamentais, como a capacidade de
formular, revisar e sustentar ideias de forma autonoma.

Nesse sentido, a adverténcia de Sampaio, Sabbatini e Limongi (2024, p. 33), de que
“¢ importante que este processo sempre tenha uma logica de aprendizado e nunca de
dependéncia”, corrobora a preocupacdo com os riscos de uma utilizacdo passiva de sistemas
computacionais. Essa perspectiva refor¢a a necessidade de que a interacdo com sistemas
generativos seja orientada por um posicionamento €tico e reflexivo, no qual o pesquisador
mantenha sua agéncia intelectual. Preservar a autoria e a originalidade, portanto, ndo se resume
a reconhecer os beneficios da [A: implica promover uma formagao critica capaz de sustentar a
autonomia criativa e a responsabilidade académica frente as novas mediagdes tecnoldgicas.

No que diz respeito a tradugdo automatica de textos cientificos, Spinak (2023b, s/p)
salienta que “o uso de inteligéncia artificial € um avango irreversivel na publicacdo cientifica,
amplamente aceito por sociedades cientificas.” Essa afirmacdo baseia-se em uma andlise de
estado da arte que avaliou ferramentas multilingues como GPT-3.5, DeepL, Google Translate,
OpenNMT, Microsoft Translator e Marian NMT, indicando resultados satisfatorios quanto a
confiabilidade dessas plataformas na tradugdo de contetidos técnicos e cientificos.

Corroborando essa avaliacdo, Sampaio et al. (2024b, p. 12) observam que
“diferentemente do Google tradutor e similares, as LLMs parecem ser capazes de entregar

expressoes mais fidedignas, mais similares as nativas e especialmente mais proximas do tom e
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estrutura de materiais académicos.” Tais avang¢os tém impulsionado o uso de ferramentas como
0 Reverso, cuja principal contribui¢do estd em oferecer tradugdes contextualizadas com base
em exemplos reais extraidos de textos técnicos, cientificos e jornalisticos. Essa abordagem
favorece nao apenas a fidelidade lexical, mas também a adequagao estilistica, contribuindo para
tradugdes mais precisas e alinhadas as convengdes da escrita cientifica.

De um lado, a IA generativa se apresenta como um recurso relevante para reduzir
as barreiras linguisticas historicamente impostas no acesso a produgao cientifica internacional.
Ao permitir que pesquisadores de diferentes nacionalidades compreendam textos originalmente
escritos em linguas estrangeiras, sobretudo o inglés, ainda hegemoénico nas publicagdes
académicas, essas ferramentas potencializam o intercambio de saberes e ampliam a participagao
de comunidades académicas periféricas nos circuitos globais de producdo e divulgacdo do
conhecimento. Trata-se, portanto, de um movimento com implicagdes democraticas, que
contribui para a inclusdo epistemoldgica de grupos historicamente marginalizados pela
limitagdo de dominio linguistico.

Por outro lado, Sampaio, Sabbatini e Limongi (2024), afirmam que o uso dessas
tecnologias exige cautela. Apesar de sua capacidade de gerar tradugdes mais naturais e
academicamente compativeis, ¢ imprescindivel que os textos sejam submetidos a revisdo
humana criteriosa. A auséncia dessa curadoria critica pode resultar em imprecisdes conceituais,
omissdes relevantes ou mesmo distor¢des de sentido, comprometendo a integridade do
contetdo traduzido. A democratizacdo do acesso, nesse caso, ndo pode se confundir com a
desresponsabilizagdo do autor, sob pena de converter-se em banalizagdo do conhecimento
cientifico e novos riscos a sua credibilidade.

Além disso, temos ainda a utilizagdo da IA na edi¢cdo automatizada e revisao de
textos. Ferramentas como Grammarly e Hemingway Editor utilizam algoritmos de aprendizado
de maquina para identificar e corrigir erros gramaticais, ortograficos e de estilo, bem como para
sugerir melhorias na estrutura e na fluéncia do texto. De acordo com Huang e Tan (2023), essas
ferramentas ndo s ajudam a evitar erros comuns, mas também educam os escritores sobre boas
praticas de escrita, promovendo um desenvolvimento continuo de habilidades. Nessa
perspectiva, a combinacdo de assisténcia na redagdo, traducdo e edicdo automatizada torna a
producao académica mais eficiente, precisa e acessivel, beneficiando tanto autores quanto
leitores.

No entanto, ¢ preciso cautela, pois a entrega do estilo de escrita & IA levanta
questionamentos sobre a preservacao da identidade autoral e o desenvolvimento das habilidades

criativas do autor, elementos que ela ndo pode replicar plenamente. Embora sistemas
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generativos como o ChatGPT possam aprimorar a fluidez e clareza, ¢ importante ponderar se
essa dependéncia prejudica o aprendizado e a autonomia criativa do pesquisador. Esse fator ¢
essencial, principalmente ao se pensar em um contexto académico de formagao para a pesquisa,
que nao comprometa a autenticidade e o crescimento do autor.

A aplicagdo da inteligéncia artificial nos procedimentos metodoldgicos e na andlise
de dados tem interferido significativamente na forma como a pesquisa académica ¢ conduzida.
Sampaio et al. (2024a) pontuam que as maquinas “inteligentes” podem ser empregadas, por
exemplo, na identificacdo e selecdo de participantes para estudos qualitativos e quantitativos,
facilitando a obten¢do de amostras representativas e reduzindo o viés de sele¢dao. Ferramentas
automatizadas analisam grandes volumes de dados demograficos e comportamentais para
identificar candidatos que melhor atendem aos critérios da pesquisa, agilizando um processo
tradicionalmente demorado e oneroso.

Contudo, mais do que automatizar etapas operacionais, a incorporacao da IA nos
métodos de pesquisa suscita discussdes relevantes sobre a qualidade da analise e o papel da
mediagdo humana. Como argumentam Sampaio, Sabbatini e Limongi (2024), embora esses
sistemas possam colaborar na identificacdo de padrdes e na categorizacdo de informacdes,
especialmente em investigagdes qualitativas, a centralidade do pesquisador como intérprete nao
pode ser deslocada. Os autores alertam que os modelos generativos nao possuem sensibilidade
tedrica nem compreensao contextual, o que os impede de captar nuances, ambivaléncias e
implicacdes sociais dos dados. Assim, a supervisdo humana permanece indispensavel para
garantir que a analise preserve o rigor interpretativo, o compromisso ético com os sujeitos da
pesquisa e a fidelidade aos objetivos cientificos do estudo.

Esses estudiosos ainda ressaltam que, no dmbito experimental, esses aparatos
contribuem para o design e a execucao de experimentos que sdo utilizados para criar grupos de
controle de maneira mais precisa a fim de simular cendrios experimentais complexos. Isso ndo
apenas pode aumentar a precisao desses procedimentos, mas também permitir a realizacao de
estudos que seriam logisticamente impossiveis de outra forma. Isso porque a capacidade de
simulagdo de tais recursos permitem que os pesquisadores testem multiplas hipoteses de forma
simultanea, economizando tempo e recursos.

Na tarefa de andlise de dados, conforme afirmam Trindade e Oliveira (2024),
ferramentas de IA gerenciam, analisam e resumem grandes volumes de dados de maneira
eficiente, identificando tendéncias e correlagdes relevantes que poderiam passar despercebidas
em analises tradicionais. Sobre esse aspecto, técnicas de aprendizado de maquina aplicadas a

analise de dados podem potencializar uma exploracao mais profunda dos conjuntos de dados,
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revelando padrdes complexos e insights que enriquecem a interpretacdo dos resultados de
pesquisa, contudo, sem tirar de cena a figura do pesquisador.

A TA também pode estar presente na revisao e validagao de pesquisas, por meio de
ferramentas de analise textual automatizada que ajudam a identificar erros, inconsisténcias e
lacunas em manuscritos. Assim, Huang e Tan (2023) afirmam que essas ferramentas podem
contribuir para uma revisao critica e integridade dos estudos. Além disso, temos ainda a geracao
de figuras, tabelas e infograficos por plataformas que podem contribuir para a apresentacao e a

compreensdo dos dados, facilitando a comunicagdo cientifica.

1.6.2 Literacia digital critica como pratica emancipatdria e curadoria ativa

A literacia critica, nas palavras de Giroux (1997), ¢ um conjunto de préaticas
culturais e pedagogicas que ndo apenas capacitam os sujeitos a ler o mundo, mas também a
intervir nele. Inspirado pelo pensamento de Paulo Freire, Giroux concebe a educacdo como
pratica de liberdade, em que a leitura critica da realidade se vincula a capacidade de transforma-
la. Essa perspectiva ultrapassa a ideia de letramento como simples decodificacdo técnica,
defendendo uma formagdo que permita aos sujeitos questionar mensagens culturais, estruturas
de poder e mecanismos de exclusdo presentes na produgao e circulagdo do conhecimento.

Autores como Kellner e Share (2007) atualizam as bases de Giroux ao discutirem a
media literacy e, mais recentemente, a digital critical literacy, defendendo que a literacia
digital critica deve capacitar os sujeitos para reconhecer os vieses algoritmicos, avaliar
criticamente conteudos digitais (textos, imagens, dados) e produzir conhecimento com
autonomia e responsabilidade frente as tecnologias.

No campo brasileiro, essa abordagem ¢ aprofundada por autores que compreendem
a literacia digital critica como uma pratica de leitura e produgao reflexiva no ambiente digital,
articulando dimensdes ideologicas, politicas e formativas. Oliveira e Giacomazzo (2017)
propdem trés categorias analiticas centrais: representa¢do ideologica (como os discursos
digitais estruturam visdes de mundo), posicionamento ideoldgico (como o leitor se situa
criticamente diante de mensagens) e producao ideoldgica (como o sujeito se engaja na criagdo
de contetidos que desafiem ou repliquem hegemonias).

Rojo (2008), por sua vez, destaca a importancia de desenvolver nos sujeitos a
capacidade de apropriacdo critica dos discursos e de atuagdo discursiva no mundo,
especialmente quando os géneros passam a circular em suportes digitais e multimodais. Para a

autora, a leitura e a escrita exigem a constru¢do de sentidos situada e ativa, o que implica
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compreender as relacdes de poder, ideologia e linguagem presentes nas praticas sociais de
letramento. Assim, essa literacia ultrapassa a funcionalidade técnica, constituindo-se como um
processo de apropriacdo sociotécnica critica.

Diante dessas contribuigdes, fica evidente que a literacia digital critica ndo apenas
amplia a compreensdo sobre os discursos que circulam nos meios digitais, mas também se
mostra essencial para preparar os sujeitos a lidarem com as mediagdes tecnoldgicas
contemporaneas, que cada vez mais envolvem algoritmos opacos e automatizados. Essa
capacidade critica torna-se especialmente relevante em um cenario em que as tecnologias de
inteligéncia artificial passam a interferir diretamente nos modos de acesso, selecdo e validacdo
do conhecimento.

Em contextos mediados por inteligéncia artificial, os algoritmos ndo apenas
entregam informacdes, eles as organizam, hierarquizam e moldam, influenciando de forma
significativa o que pesquisamos, acessamos e legitimamos como fonte de conhecimento. Esse
processo, denominado curadoria algoritmica (Gillespie, 2018), refere-se a selecdo e
distribuicao automatizada de contetidos por sistemas computacionais, com base em critérios
como engajamento, relevancia preditiva, comportamento anterior do usudrio e perfis de
consumo.

Segundo o autor, ndo € o ser humano que escolhe diretamente o que ver ou acessar,
mas sim sistemas opacos que atuam como filtros de visibilidade e relevancia. Esse tipo de
curadoria pode moldar o campo de possibilidades do conhecimento e interferir nas praticas de
busca, leitura e validagdo académica. Nesse cenario, questionamentos como “e quando o feed
vira fonte?” tornam-se provocadores, ao expor o risco de tomarmos como legitimo aquilo que
nos ¢ apresentado por logicas algoritmicas que operam sem transparéncia ou critérios cientificos
explicitos.

Diante desses riscos, torna-se necessario propor outra forma de curadoria: orientada
por critérios €ticos, epistémicos e criticamente fundamentada, ancorada na capacidade do
pesquisador de reconhecer as mediagdes algoritmicas e de intervir conscientemente sobre elas.
Mais do que aceitar passivamente as respostas oferecidas pelos sistemas de IA, essa postura
implica reafirmar a agéncia humana no processo de producdo do conhecimento, atribuindo ao
pesquisador o papel ativo de mediador, intérprete e curador dos sentidos produzidos. Trata-se
de deslocar o foco da submissdo as logicas automatizadas para a constru¢do de uma pratica
investigativa reflexiva, capaz de enfrentar os desafios colocados pela inteligéncia artificial

generativa sem abrir mao da responsabilidade cientifica e da integridade académica.
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No campo educacional, especialmente na pesquisa cientifica, essa perspectiva ¢
aprofundada por Sampaio, Sabbatini e Limongi (2024), ao argumentarem que a curadoria de
respostas de 1A nao deve ser compreendida apenas como filtragem técnica, mas como um gesto
epistemologico e ético. O pesquisador deve exercer vigilancia critica sobre os sentidos
produzidos, interrogando os vieses e limitagdes da maquina. Para os autores, essa curadoria
exige conhecimento prévio robusto, discernimento sobre os limites e possibilidades dos
modelos generativos e consciéncia das implicagdes €ticas envolvidas.

Nao podemos deixar de mencionar outros dois conceitos que merecem atengao
especial nessa discussdo: a engenharia de prompt e a pedagogia do prompt. A engenharia de
prompt refere-se a uma pratica técnico-operacional voltada a otimizacdo das interacdes com
sistemas de IA, centrada na elaboracdo de comandos eficazes para obtengao de respostas mais
precisas (White et al., 2023; Pimentel, 2024). Em resumo, ajuda o usuario a obter maior eficacia
dos retornos que sao gerados pela maquina.

A pedagogia do prompt, conforme discutida por Silva (2024) e Santos (2024),
inspira-se nas concepgoes de Freire e Faundez (1985) ao propor uma abordagem critica para o
uso das IAs generativas na producdo do conhecimento cientifico. Essa perspectiva enfatiza a
mediagdo ativa do sujeito na construcao de sentidos e na leitura problematizadora dos contetidos
gerados por chatbots. Em contraste com a abordagem predominantemente técnica da
engenharia de prompt, a pedagogia do prompt possui um carater formativo e pedagdgico,
buscando estimular o pensamento reflexivo, a autoria e a responsabilidade ética nos processos
mediados por essas tecnologias. Ambos os conceitos serdo aprofundados no item 1.6.6, que
discutira suas implicacdes para a formacao de pesquisadores em tempos de inteligéncia artificial
generativa.

Essa postura analitica é reforcada por Livingstone (2004), ao defender que a
educagdo midiatica deve capacitar os sujeitos a avaliar criticamente os fluxos informacionais
em ambientes interativos e digitais. Isso implica compreender os mecanismos que organizam €
priorizam as respostas geradas por sistemas generativos, bem como avaliar sua pertinéncia,
procedéncia e limitagdes epistemologicas. Em vez de delegar a funcdo epistémica a maquina,
o pesquisador deve assumir uma posic¢ao ativa de validagdo e responsabilizacdo, reafirmando o
lugar do humano como sujeito ético e produtor de conhecimento.

Dessa forma, a formacao de pesquisadores no contexto da inteligéncia artificial
generativa deve incorporar competéncias de curadoria digital que favoregam uma atuagdo
critica e autdnoma frente aos ambientes académicos mediados por algoritmos. A literacia digital

critica, nesse cenario, constitui-se como um eixo formativo essencial, pois integra dominio
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técnico, consciéncia epistémica e responsabilidade ética, fortalecendo o protagonismo do
pesquisador na constru¢do do conhecimento.

Embora o avango das tecnologias automatizadas na pesquisa cientifica amplie
possibilidades metodolégicas e operacionais, também impde desafios que exigem atengdo
rigorosa. Entre os principais riscos, destacam-se a assimilagdo acritica de informagdes, a
dilui¢do da autoria individual diante de produ¢des algoritmicas e o enfraquecimento da reflexao
epistemologica nas praticas investigativas. Como discutido no item 1.6, fendomenos como o
efeito Mateus ilustram como os modelos generativos podem acentuar assimetrias na visibilidade
académica, aprofundando desigualdades entre pesquisadores experientes e aqueles em processo
de formagao.

Nesse cenario, a auséncia de competéncias criticas para mediar o uso dessas
tecnologias fragiliza a formagao intelectual e ética dos pos-graduandos, tornando urgente a
inser¢ao da literacia digital critica como componente formativo nos curriculos da pos-
graduacgdo. Ao desenvolver capacidades conceituais e metodoldgicas para avaliar a procedéncia
e a confiabilidade das informacgdes geradas por sistemas algoritmicos, essa literacia fortalece a
autonomia intelectual do pesquisador.

Incorporar a literacia digital critica a formagao de pés-graduandos, portanto, ndo é
apenas uma recomendacdo pedagdgica, ¢ uma exigéncia ética e epistémica diante da
complexidade dos sistemas generativos, garantindo que o pesquisador permaneca sujeito do

conhecimento e ndo apenas consumidor de respostas algoritmicas.

1.6.3 Governanca algoritmica e disputas epistémicas: a influéncia das Big Techs na

mediacao do conhecimento

A ascensdo das tecnologias baseadas em inteligéncia artificial, especialmente
aquelas operadas por grandes corporagdes, tem reconfigurado profundamente as dindmicas de
producdo, acesso e validagdo do conhecimento. Esse processo ndo pode ser compreendido
apenas a partir do prisma técnico ou pedagogico. Ele mobiliza disputas politicas, econdmicas e
epistémicas que incidem diretamente sobre os modos de pesquisar, ensinar e produzir ciéncia.

Nesse contexto, Silveira (2021) introduz o conceito de governo dos algoritmos para
designar o poder crescente exercido por sistemas computacionais sobre a vida social, inclusive
sobre a producdo do saber. Na visdo do autor, a inteligéncia artificial generativa, alimentada
por grandes volumes de dados e operada por modelos opacos, atua como instrumento de

regulagdo e normalizacao da informagdo, determinando o que se torna visivel, relevante e
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confiavel. Esses sistemas, em sua maioria, pertencem a conglomerados tecnoldgicos como
OpenAl, Google, Microsoft e Meta, empresas que operam sem transparéncia publica e sem
regulagado institucional clara.

Essa andlise converge com a critica de Ferrari (2024), que denuncia o avango de
uma colonialidade digital, expressdo que articula a concentracdo algoritmica das vozes visiveis
nas redes a reproducao de logicas histéricas de silenciamento epistémico e assimetrias de poder.
Para a pesquisadora, os sistemas de inteligéncia artificial generativa funcionam como
dispositivos de mediacao e controle do discurso, refor¢ando valores e normas definidos por
poucas corporagdes com alcance global. "A colonialidade esta ali no conjunto de valores e
normas que regem os algoritmos de recomendac¢ao, na escolha de quais vozes sdo amplificadas,
quais narrativas sdo suprimidas e quais dados sdo considerados relevantes" (Ferrari, 2024, p.
104).

Essa critica ¢ aprofundada pela autora ao descrever esses sistemas como estruturas
algoritmicas marcadas pela opacidade, em que os dados de treinamento, os critérios de resposta
e 0s mecanismos de ranqueamento sdo controlados por um numero restrito de empresas, sem
transparéncia ou possibilidade de auditoria publica. Na sua andlise, tal condi¢do gera
desconfianga e impede que pesquisadores e jornalistas compreendam as engrenagens que
sustentam o seu funcionamento de tais modelos.

Na academia, isso se manifesta pela crescente influéncia de sistemas que organizam
dados com base em padrdes algoritmicos capazes de reforcar desigualdades. Estd em curso uma
espécie de epistemologia algoritmica, na qual os algoritmos atuam como mediadores invisiveis
das praticas de leitura, escrita e validagdo cientifica, deslocando o protagonismo de institui¢des
histéricas da ciéncia como universidades, agéncias de fomento e periddicos para arquiteturas
privadas de dados e software. Ferrari (2023) adverte que, ao serem controlados por um pequeno
grupo de empresas, os mecanismos de inteligéncia artificial generativos tendem a reforgar
hegemonias narrativas e silenciar vozes periféricas, comprometendo a diversidade
informacional e o pluralismo cognitivo.

Diante desse cendrio, torna-se urgente ampliar o debate sobre a governanca da
inteligéncia artificial para além das esferas legal e técnica, incorporando também perspectivas
éticas e epistémicas. A concentracdo de poder sob o controle das grandes empresas de
tecnologia representa um risco estrutural a soberania informacional de instituigdes cientificas e
educativas, que passam a depender de ferramentas privadas para pesquisar, escrever e ensinar.

Para além da literacia digital critica individual, é necessario desenvolver formas

coletivas e institucionais de regulacdo que assegurem transparéncia, auditabilidade, justica
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informacional e diversidade epistémica. Como afirma Silveira (2021, p. 59), "os algoritmos nao
sdo neutros: eles carregam as visdes de mundo e os interesses daqueles que os desenvolvem,
financiam e operam".

O governo dos algoritmos, assim, ndo se limita a ameagas a privacidade ou a
neutralidade da informacgdo. Ele representa um desafio estrutural & democracia informacional e
a propria concepgdo de conhecimento como bem publico. Nesse contexto, a universidade e os
programas de pos-graduacao assumem um papel estratégico, cabendo a essas instituigdes
formar pesquisadores capazes de compreender os mecanismos opacos da mediagdo algoritmica
e de resistir as logicas de homogeneizagao epistémica que comprometem a pluralidade de
saberes na ciéncia contemporanea.

Conforme reforca Ferrari (2024), ¢ imprescindivel preparar sujeitos criticos, entre
jornalistas, pesquisadores, professores e estudantes, que saibam identificar os vieses embutidos
nos sistemas de inteligéncia artificial, interrogar seus critérios ¢ exercer uma mediagdo humana
ativa no ecossistema informacional. Tal mediagdo ¢ essencial para enfrentar os riscos da
colonialidade digital e garantir a circulagdo de narrativas multiplas no ambiente académico e
cientifico.

Educar para o uso critico da inteligéncia artificial, portanto, exige desvelar as
estruturas de poder que moldam os sistemas generativos, questionar seus efeitos sobre a
diversidade epistémica e disputar o direito a pluralidade de saberes. Neste cenario, a
universidade assume um papel central como guardia da democracia informacional, responsével
por formar sujeitos capazes de resistir as logicas de silenciamento algoritmico e afirmar o

conhecimento como bem comum.

1.6.4 Por que a IA responde sem compreender: fundamentos técnicos, semanticos e limites

epistémicos

Como discutido na se¢do anterior, o governo dos algoritmos operado pelas grandes
corporagdes tecnologicas impde desafios significativos a autonomia epistémica de
pesquisadores e instituicdes académicas. Para que o pesquisador possa exercer uma curadoria
critica e responsavel, ¢ essencial compreender os fundamentos técnicos que estruturam o
funcionamento das inteligéncias artificiais generativas e os limites do sentido que elas
produzem.

A atuacdo do pesquisador ndo pode ser delegada a maquina. Como observa a

Unesco (2024), o uso de ferramentas de inteligéncia artificial na pesquisa e no ensino deve ser
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regulado por principios de responsabilidade, transparéncia e supervisdo humana. A literacia
digital critica, nesse sentido, torna-se elemento estruturante de uma formacao ética e
epistemologica robusta, que assegura o lugar do humano na produgdo cientifica mesmo em
tempos de automacao.

Essa exigéncia de uma curadoria ativa e responsavel se justifica, em grande parte,
pelo modo como a inteligéncia artificial generativa opera. Embora seja capaz de gerar textos
coerentes e até mesmo sofisticados, ela ndo compreende o conteudo que produz. Como explica
Luz (2025), a inteligéncia artificial simula o entendimento sem, de fato, entender. Trata-se,
portanto, de um paradoxo que desafia a intui¢do, mas que estd no cerne do funcionamento
desses sistemas.

Essa critica foi desenvolvida de forma contundente por Bender et al. (2021), ao
definirem esses sistemas como stochastic parrots (papagaios estocdsticos!?), que apenas
replicam padrdes probabilisticos de fala sem qualquer compreensdo semantica ou consciéncia
do contetido gerado.

A inteligéncia artificial ndo pensa, ndo sente, nem possui consciéncia sobre o
mundo ou sobre os efeitos de suas respostas. Como explicam Goodfellow, Bengio e Courville
(2016), funciona a partir de representagdes matematicas e probabilisticas da linguagem,
projetadas para estimar a probabilidade de sequéncias de palavras e simular coeréncia textual
com base em padrdes aprendidos. Ao ser treinada com bilhdes de exemplos, a [A aprende que
certas palavras costumam aparecer juntas, que frases seguem determinadas estruturas e que
perguntas sdo geralmente seguidas de respostas. Assim, ela ndo compreende conceitos como
‘capital’ ou ‘Franca’, mas reconhece que ‘Paris’ tende a surgir como resposta a expressao
‘capital da Franga’.

Segundo Luz (2025) esse funcionamento se ancora em estruturas matematicas
chamadas embeddings, ou representacdes vetoriais que organizam palavras conforme seus
contextos de uso. Em outras palavras, a inteligéncia artificial transforma unidades de linguagem
em nuameros, posicionando-as em um espaco vetorial no qual termos com usos semelhantes
estdo proximos entre si. Termos como documento, arquivo e registro aparecem agrupados nao
por um entendimento de sentido, mas por recorréncia frequente em contextos similares nos

textos analisados. A semantica, nesse modelo, € estatistica e ndo conceitual.

12 Sistemas estocésticos referem-se a processos que incorporam algum grau de aleatoriedade ou incerteza, sendo
baseados em distribui¢des de probabilidade para gerar resultados. (Goodfellow; Bengio; Courville, 2016). Esse
conceito ¢ amplamente utilizado nas areas de estatistica, ciéncia da computagao e inteligéncia artificial.
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Esse funcionamento técnico encontra respaldo na literatura especializada em
aprendizado profundo, que descreve os modelos generativos como sistemas estocasticos
baseados em distribui¢des de probabilidade, operando por meio de representacdes vetoriais que
atribuem pesos estatisticos as palavras conforme seus contextos de uso. Tais modelos sdo
treinados para prever a sequéncia mais provavel de palavras com base em dados anteriores, sem
qualquer compreensao semantica real (Goodfellow; Bengio; Courville, 2016).

A propria nogao de sentido, nesses sistemas, ¢ contingente. Conforme explica Luz
(2025), cada modelo ¢ treinado com conjuntos de dados diferentes e, por isso, constroi uma
semantica propria, isto ¢, um vocabulario contextual e relacional especifico, que precisa ser
auditado, compreendido e, muitas vezes, corrigido.

Nesse cendrio, ganha destaque o papel do reconhecimento de entidades como
pessoas, institui¢des, eventos ou lugares, que funcionam como ancoras de sentido para os
enunciados. Quando a inteligéncia artificial identifica que Ditadura Militar ¢ um evento
histérico ou que Arquivo Nacional ¢ uma institui¢do, ela se aproxima, ainda que sem
compreender, das praticas tradicionais de catalogacao e classificagdo feitas por profissionais da
informacao. Esse tipo de associagdo estatistica ¢ um exemplo de como os sistemas de [A geram
o que Floridi (2019) chama de dncoras semdnticas contextuais, ou seja, pontos de referéncia
que atribuem coeréncia superficial as respostas, ainda que desvinculados de qualquer
compreensdo conceitual ou inferéncia critica.

Essa simulacdo convincente pode induzir o leitor a falsa impressdo de que ha
compreensdo por parte da maquina, reforca a urgéncia de uma atuacao de curadoria humana.
Como j4 argumentado por Sampaio, Sabbatini e Limongi (2024), a necessidade de tal curadoria
ndo ¢ meramente técnica, mas um gesto epistemologico e ético, que exige vigilancia critica
sobre os sentidos produzidos. O pesquisador deve estar atento aos vieses, as lacunas e as
possiveis alucinagdes, nome atribuido aos erros factuais ou conceituais cometidos pelos
sistemas de inteligéncia artificial, cujas implicagdes serdo discutidas mais detalhadamente no
item seguinte. Cabe ao pesquisador, portanto, assumir a responsabilidade final pelo
conhecimento gerado.

Tedesco e Ferreira (2023) ampliam essa discussdo ao alertar que, embora a A traga
ganhos em eficiéncia, seu uso pode gerar consequéncias indesejadas, como a diluicao da
autoria, a produgdo automatizada sem responsabiliza¢do e a reproducdo de dados enviesados.
Para os autores, a qualidade dos resultados gerados depende diretamente dos dados nos quais a

IA foi treinada. Se esses dados contiverem preconceitos ou distor¢des, ela pode perpetuar ou
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até amplificar esses problemas em seus outputs'®. Quando o pesquisador insere comandos
baseados em informacdes incompletas, enviesadas ou incorretas, a IA tende a reproduzir ou
amplificar essas distor¢des. Isso pode comprometer a confiabilidade das conclusdes e reforgar
estereotipos ou falsas verdades com aparéncia de precisao cientifica.

Por isso, o uso dessas ferramentas deve ser sempre acompanhado de critica,
validagdo humana e responsabilidade epistemoldgica. Quando os dados de entrada carregam
preconceitos, lacunas ou distor¢des, ha o risco de que os sistemas algoritmicos de geracao
textual os propaguem, afetando a legitimidade do conhecimento produzido.

Entender que a inteligéncia artificial ndo compreende o contetido que produz, mas
apenas o simula, ¢ um passo fundamental para que o pesquisador preserve sua autonomia critica
e responsabilidade intelectual no processo de escrita académica assistida. A curadoria humana,
nesse contexto, ultrapassa o nivel técnico e assume o papel de salvaguarda epistémica e ética,
indispensavel ao uso responsavel da IA na pds-graduagdo e na produgao cientifica.

Conhecer os mecanismos pelos quais os modelos generativos operam
estatisticamente sobre a linguagem, simulando coeréncia sem alcancar compreensao conceitual,
¢ essencial para que o pesquisador atue com consciéncia e discernimento. Contudo, esse
dominio técnico e cognitivo ¢ insuficiente se ndo estiver articulado a uma reflexao ética mais
ampla, sobretudo quando tais tecnologias passam a compor praticas sensiveis como a
elaboragdo de teses, dissertacdes e artigos cientificos. Nessa perspectiva, o debate sobre
integridade académica adquire nova centralidade, exigindo que as instituigdes revisem seus
principios, politicas e praticas diante dos desafios e ambivaléncias impostos pela inteligéncia

artificial.

1.6.5 Alucinacdes algoritmicas, colonialismo de dados e os riscos epistémicos da IA na

ciéncia

Conforme ja introduzido no inicio desta secdo, a inteligéncia artificial generativa
carrega implicagdes profundas que extrapolam as questdes técnicas e operacionais. Entre elas,
destacam-se os riscos epistémicos associados ao racismo algoritmico e ao colonialismo de
dados, que estruturam a maneira como os sistemas generativos operam e produzem respostas.

Tais aspectos evidenciam que os impactos da [A na ciéncia ultrapassam os limites da

13 Outputs sdo os resultados produzidos por um sistema apos processar entradas (inputs).
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produtividade e da eficiéncia, atingindo diretamente os fundamentos do conhecimento, da
autoria e da legitimidade dos processos de produgdo cientifica.

Um dos efeitos mais sensiveis desse cendrio € a fragilizagcao da confiabilidade das
pesquisas mediadas por inteligéncia artificial, que ndo se restringe a atribuicdo imprecisa de
autoria ou a revisdo superficial de conteudos, mas envolve um conjunto mais complexo de
perturbagdes epistémicas. Entre elas, destaca-se o fendmeno das alucinacdes algoritmicas,
caracterizado pela geracao de informacgdes falsas ou inexatas por modelos como o ChatGPT,
mesmo quando estes operam com fluéncia e coeréncia textual. Conforme analisa Lemos (2024),
trata-se de uma forma particular de erro epist€émico pois a IA ndo apenas erra, mas inventa
dados aparentemente corretos, fabricando fatos, autores e referéncias inexistentes. O problema
ndo ¢ apenas de precisdao, mas de simulacao de autoridade discursiva sem responsabilizagao.

Algumas abordagens contemporaneas sugerem que esses "erros" podem servir
como ponto de partida para reflexdo critica, descoberta ou investigagdo epistemologica, ao
revelarem aspectos muitas vezes ocultos nesse tipo de sistema de geragdo textual, como vieses
epistémicos, lacunas de representacdo ou prioridades tecnoldgicas. Por exemplo, Lemos (2024)
propde que, em vez de serem tratadas apenas como disfungdes, as falhas geradas por modelos
de linguagem podem indicar caminhos de analise, ao expor a rede de agenciamentos e as
mediagdes invisiveis que moldam os objetos digitais.

Embora o fendmeno das “alucinagdes algoritmicas” costume ser descrito como erro
grave, por gerar informagdes falsas com aparéncia de verdade, algumas abordagens criticas
sugerem que o proprio conceito merece ser problematizado. Como provoca Beiguelman (2023,
p.- 78), “a humanizagdao das maquinas, como a propria nocao de ‘alucinagdo’ denota, ¢ uma das
maiores armadilhas da inteligéncia artificial para a critica”, pois desvia o olhar das mediacdes
técnicas e politicas que operam nesses sistemas.

A autora argumenta que o vocabulario das [As reflete um paradigma centrado no
Homo sapiens e refor¢a a hegemonia de certos modos de inteligéncia, como o textual, racional
e ocidental, em detrimento de formas nao humanas ou mais que humanas de cogni¢do. Nesse
sentido, ao invés de reforcar a ideia de que alucinar € um desvio, Beiguelman (2023) tensiona
a propria estrutura conceitual que sustenta esse diagnostico, abrindo espaco para refletir sobre
os filtros ideoldgicos e linguisticos presentes nos sistemas generativos.

Tal fendmeno se agrava quando consideramos os vieses presentes nos dados com
os quais os modelos sdo treinados. Esses vieses ndo sdo neutros, tampouco aleatdrios: derivam
de desigualdades historicas, culturais e politicas, que sdo replicadas, e por vezes amplificadas

nas respostas da IA. Como destaca Silveira (2021), esses sistemas podem reproduzir padrdes



55

de exclusdo e discriminagdo, promovendo o chamado racismo algoritmico, em que
classificagdes, recomendagdes ou invisibilizagcdes automatizadas reforcam hierarquias raciais
ou epistemologicas ja existentes. Tais efeitos ndo sdo colaterais, mas estruturantes do modo
como a [A opera: seu “conhecimento” ndo ¢ construido de modo democratico, mas extraido de
corpora desiguais, onde algumas vozes sdo mais representadas do que outras.

Essa discussdo se insere em um debate de campo mais amplo de analise critica,
sobre o que Silveira (2021) denomina colonialismo de dados, um processo em que dados
produzidos por populagdes inteiras sdo apropriados por grandes corporagdes tecnoldgicas, sem
consentimento, transparéncia ou redistribui¢do de valor. Ao explorar essa hipotese, o autor
mostra como o funcionamento desses aparatos tecnologicos implica uma concentragao
epistémica, na qual as possibilidades de conhecimento sdo mediadas por algoritmos opacos,
projetados para refletir os interesses das plataformas que os controlam. Esse processo
compromete ndo apenas a confiabilidade dos resultados, mas também a soberania cognitiva de
instituicdes cientificas e comunidades académicas, que passam a depender de sistemas opacos
e potencialmente excludentes.

Portanto, ¢ preciso compreender que os riscos da A na ciéncia ndo se restringem a
produtividade, a eficiéncia ou a originalidade. Eles dizem respeito a producdo do proprio
conhecimento, a redistribuicao do poder epistémico e a integridade das condi¢des em que se da
o ato de conhecer. Como alertam Kasneci ef al. (2023), algoritmos que priorizam autores ja
estabelecidos contribuem para a invisibilizacdo de pesquisadores emergentes, dificultando o
pluralismo e a renovacao do campo cientifico. De forma convergente, Ferrari (2024) afirma que
os sistemas generativos, ao atuarem como mediadores invisiveis da informag¢ao, instauram um
novo regime de controle do discurso, cujas consequéncias para a diversidade epistémica ainda
estdo sendo compreendidas.

Diante disso, a critica ao uso de IA na produgdo académica nao pode ser restrita aos
aspectos operacionais. E necessario mobilizar uma ética informacional ampliada, que integre
os debates sobre soberania algoritmica, colonialidade digital e justica epistémica, reafirmando
o papel da universidade na defesa da diversidade de saberes e na mediagdo critica das
tecnologias que impactam os modos de produzir e validar conhecimento.

Dessa forma, a discussdo sobre os usos da inteligéncia artificial generativa na
producao académica abrange multiplas dimensdes éticas, politicas, técnicas e epistémicas. O
fortalecimento do efeito Mateus, ao ampliar disparidades de visibilidade entre pesquisadores,
dialoga com o racismo algoritmico e o colonialismo de dados, que operam de modo estrutural

na reproducao de desigualdades por meio de sistemas treinados com bases enviesadas.
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Esses fendmenos exigem a atuagdo ativa do pesquisador na curadoria das
informagdes, como sujeito responsavel por avaliar, filtrar e contextualizar os conteudos
produzidos por IA. Tal responsabilidade se torna ainda mais urgente diante da constatagao de
que os modelos generativos nao compreendem o sentido de suas respostas, operando com base
em semanticas estatisticas e simulagdes discursivas que podem produzir alucinagdes com
aparéncia de veracidade.

Considerando tal conjuntura, a defesa da integridade e da diversidade de
perspectivas na ciéncia passa necessariamente pela formacao critica dos sujeitos, pela regulagao
democratica dos sistemas e pela reafirmacao do humano como agente central da producao de
conhecimento. Esses desafios epistémicos, estruturais e politicos que atravessam a produgao do
conhecimento na era da IA nos conduzem, inevitavelmente, a necessidade de refletir sobre os
fundamentos éticos e as praticas de integridade académica e cientifica, que trataremos no item

1.7.

1.6.6 Pedagogia do prompt: a arte de fazer perguntas

Dando continuidade as reflexdes desenvolvidas até aqui sobre os modos de
operagao e os impactos da inteligéncia artificial generativa, este item propde um deslocamento
para o campo pedagdgico, com énfase na formacao critica dos sujeitos que interagem com tais
tecnologias. Trata-se agora de discutir a Pedagogia do Prompt como uma abordagem formativa
que reconhece os desafios epistemologicos, éticos e politicos colocados pela IA generativa na
producao do conhecimento. Mais do que uma técnica para obter respostas eficazes, o prompt
pode se tornar uma ferramenta de provocacao critica, desde que articulado a um projeto
educativo comprometido com a autoria, a mediagdo humana e a integridade cientifica.

A proposta de pedagogia do prompt, conforme Silva (2024), surge como uma
resposta formativa e critica ao uso crescente desse tipo de inteligéncias artificiais na produgdo
de conhecimento. E uma abordagem pedagoégica que se sustenta em fundamentos
epistemologicos e politicos, priorizando a dindmica critica de interacdo, a inquietagdo
investigativa, a originalidade e autoria responsavel. Diferentemente da proposta de formacao
da chamada engenharia de prompt (White et al., 2023; Pimentel, 2024), voltada para a criagdo
de comandos eficazes com fins de otimizagao técnica.

As duas abordagens sdo importantes, enquanto uma se preocupa com o dominio
técnico para elaborar bons prompts e receber os resultados esperados, a outra preocupa-se com

a dimensdo critica para interpretar os resultados e transforma-los em conhecimento valido e
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ético. Neste estudo daremos énfase a segunda abordagem, em razao de seu carater formativo e
de seu alinhamento com os principios de uma educagao critica.

Pimentel (2024) ao explicar sobre a engenharia de prompt, de carater instrucional,
contribui para ampliar o entendimento dos limites operacionais desses mecanismos generativos.
O autor enfatiza que esses sistemas ndao pensam, nao julgam e nio atribuem sentido, apenas
combinam palavras com base em estatisticas. Por isso, ¢ preciso compreender a IA como
instrumento € nao como sujeito, sendo o humano o Unico capaz de decidir, validar, julgar e
assumir os efeitos do que ¢ produzido.

Silva (2024) complementa essa informagdo ao destacar que tais sistemas operam
com base em algoritmos estatisticos, ou seja, transforma tudo em niimeros e probabilidades. A
interagdo com essas tecnologias, portanto, ndo envolve uma inteligéncia consciente, mas sim
uma simula¢do do que parece ser um didlogo. Trata-se, portanto, de uma interatividade
calculada, sem escuta ativa nem constru¢ao conjunta de sentidos, o que a distingue radicalmente
do didlogo genuino entre consciéncias, como pressupde a pedagogia freireana. Dessa forma, ele
ressalta a natureza conversacional das plataformas, como o ChatGPT e similares, que permitem
interagdo limitada, de carater ndo dialégico, uma vez que a dialogia'* s6 é possivel entre
inteligéncias humanas nos processos comunicativos mediados por consciéncia e alteridade'>.

A partir desse entendimento, esse autor propde compreender essa relagdo como um
processo de cocriacdo interativa: embora a [A seja capaz de gerar respostas a partir de comandos
humanos e padrdes linguisticos, ¢ o sujeito humano quem interpreta, constroi significados,
realiza andlises criticas e toma decisdes ao longo do percurso formativo.

Agora que esclarecemos alguns fundamentos importantes sobre o funcionamento
das ferramentas generativas de 1A, vamos nos debrugar sobre a pedagogia do prompt. Inspirada
nas concepgdes freireanas de educacao, especialmente na obra Por uma pedagogia da pergunta
que traz um didlogo entre Paulo Freire e Antonio Faundez, onde argumentam que a formulagao
de boas perguntas ¢ mais formativa que a simples obtengdo de respostas.

Freire e Faundez (1985) defendem que ensinar a perguntar ¢ uma das tarefas
centrais da educacgdo libertadora. Perguntar, nesse sentido, ndo se restringe a uma técnica de

comunicagdo, mas expressa uma postura €tica e epistemologica diante do mundo. Para os

!4 Dialogia, segundo Bakhtin (2008), ¢ a interagdo entre vozes autdnomas e conscientes, na qual cada enunciado
se constitui na resposta a outros enunciados anteriores e antecipa respostas futuras.

15 Alteridade é a capacidade de reconhecer, acolher e se relacionar com o outro em sua diferenga, como um sujeito
autébnomo, dotado de voz, consciéncia e legitimidade. O conceito remete a ideia de que o “outro” ndo € um espelho
de si mesmo, mas um interlocutor singular, cuja existéncia e perspectiva devem ser respeitadas no processo
dialégico (Bakhtin (2008).
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autores, o ato de perguntar emerge da curiosidade, da inconformidade diante do estabelecido e
da busca por compreender o mundo para transformd-lo. Essa concepg¢do se contrapde
frontalmente ao modelo tradicional de ensino pautado em respostas prontas e verdades
absolutas, valorizando o inacabamento humano, a escuta ativa ¢ o dialogo como processos
formativos.

Retomar essa perspectiva em tempos de IA generativa € reconhecer que a educagio
precisa resgatar o valor do perguntar como experiéncia fundante do pensamento critico. No
contexto da pedagogia do prompt, isso implica deslocar o foco da eficiéncia técnica dos
comandos para a qualidade ética, reflexiva e investigativa das perguntas formuladas aos
sistemas algoritmicos. O sistema de geracdo textual pode ser provocado por um prompt, mas €
a densidade epistemoldgica dessa provocacdo que define a poténcia formativa da interacao.
Assim, o que esta em jogo ndo € apenas o dominio de uma nova linguagem computacional, mas
a capacidade de elaborar perguntas que rompam com a ldgica da repeticio e produzam
deslocamentos de sentido, conforme propunha Freire. A medida que o usuario formula
perguntas mais consistentes, as respostas geradas por essas tecnologias instigam novas
indagacdes, aprofundando o processo investigativo, desde que esse sujeito tenha repertorio
tedrico € compromisso €tico para avaliar criticamente o que € produzido.

Corroborando com essa ideia, Santos (2024) afirma que o prompt, quando pensado
para além de seu aspecto técnico, torna-se um instrumento de provocagdo critica, capaz de
instaurar um processo de cocriag@o e de leitura problematizadora das respostas geradas pela [A.
Nao se trata de aceitar os resultados gerados pela maquina de maneira acritica, mas de dialogar
com eles, refinar as questdes, explorar novas possibilidades e reconhecer os limites do que ¢
produzido.

Essa perspectiva atribui ao sujeito humano a responsabilidade pela mediacao critica
da interacdo com a IA. A interatividade, nesse caso, ndo se reduz ao ato de interagir com o
sistema, mas pressupoe a capacidade de tensionar, discordar e redirecionar o processo de
criacdo textual, reafirmando o papel do pesquisador como protagonista da constru¢do do
conhecimento. Segundo Silva (2024), essa pratica ndo apenas amplia o repertorio conceitual e
metodoldgico do estudante, como também fortalece a dimensao ética da formacao cientifica.

Dessa forma, a producdo com ferramentas baseadas em inteligéncia artificial s
adquire valor educativo quando inserida em um projeto pedagodgico que reconhece a
centralidade da mediacdo humana e da autoria situada. Isso exige formacdo docente que ndo
apenas ensine a operar esses recursos computacionais, mas que prepare para decidir como,

quando e por que utilizd-los (Santos, 2024). Um dos pontos centrais de sua argumentagao ¢ a
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énfase na necessidade de o usudrio possuir embasamento teorico consistente, condi¢do
imprescindivel para identificar erros, vieses e alucina¢des nos contetidos gerados por modelos
de linguagem. Sem essa fundamentacdo, a interacdo torna-se passiva, comprometendo a
criticidade e o sentido formativo do processo.

Aplicada a formagao de pesquisadores, essa abordagem propde que o uso da A ndo
seja um atalho para a producdo de textos, mas uma oportunidade para ampliar o campo de
argumentacao, aprofundar reflexdes e experimentar novos modos de pensar. Trata-se de formar
sujeitos que, ao interagirem com a tecnologia, ndo deleguem a maquina o protagonismo da
escrita, mas fagam dela uma interlocutora algoritmica, util para expandir horizontes, ndo para
substituir o pensamento.

A pedagogia do prompt, assim compreendida, exige a articulagdo entre repertdrio
académico, literacia critica digital e compromisso ético. Essa triade formativa esta
intrinsecamente relacionada a preserva¢do da integridade académica e cientifica, entendida
como o compromisso com a honestidade, a responsabilidade e a transparéncia na produgdo e
comunica¢cdo do conhecimento. Mais do que evitar pldgio ou fraude, trata-se de formar
pesquisadores capazes de tomar decisdes conscientes sobre os usos da IA, reconhecendo os
limites dessa tecnologia e assumindo a autoria situada de seus textos.

Contudo, esse tipo de formagdo ndo pode se sustentar apenas em escolhas
individuais ou iniciativas isoladas. E imprescindivel que as institui¢des de educagdo superior
implementem politicas institucionais especificas para assegurar a efetivacdo da integridade
académica e cientifica diante dos desafios trazidos pelo uso crescente de tecnologias baseadas
em inteligéncia artificial. Diversos autores como Mainardes (2023a, b), Sampaio, Sabbatini e
Limongi (2024), Santaella (2023c) e Santos (2024), além de organismos internacionais como a
Unesco (2024), alertam para a urgéncia da criacdo de normativas claras, acdes formativas e
codigos de conduta que orientem o uso ético dessas ferramentas nos contextos académicos. Sem
esse suporte institucional, corre-se o risco de que a formagao critica permanega restrita a nichos
e ndo se consolide como pratica democratica frente a tecnologia, como propde Feenberg (2013c,
2022).

A pedagogia do prompt, nesse sentido, convida a uma reconfiguracdo dos modos
de aprender e produzir conhecimento na pds-graduagdo, reconhecendo que, em tempos de [A
generativa, a formagao cientifica ndo pode prescindir da pergunta inteligente, da analise critica
e da mediagdo consciente por parte do pesquisador humano.

No contexto da formacdo na P6s-Graduagdo Stricto Sensu, o uso da inteligéncia

artificial exige discernimento epistemoldgico por parte de mestrandos e doutorandos, cuja
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autonomia implica um compromisso ainda maior com a selec¢ao, a analise critica e a apropriacao
consciente dos conteudos produzidos por algoritmos. Essa ¢ uma responsabilidade ampliada,
pois, ao elaborar seus trabalhos, o pesquisador em formagao nao atende apenas a demandas
académicas. No caso especifico da area da Educacao sua producao intelectual contribui com
diagnosticos e proposi¢des voltadas a leitura critica e a transformacao das complexas realidades

educacionais brasileiras.

1.6.7 Entre o plagio inteligente e o pos-plagio: novas fronteiras da integridade académica

e cientifica

O avanco das tecnologias de inteligéncia artificial generativa tem transformado
profundamente os modos de producao textual, introduzindo novas possibilidades, mas também
novos desafios éticos para a integridade académica e cientifica. Entre os riscos emergentes,
destaca-se o chamado plagio inteligente, conceito cunhado por Munoz-Cantero e Espifieira-
Bellon (2024), que se refere a geracdo automatica de textos por IA com aparéncia de
originalidade, mas sem o devido reconhecimento das fontes.

Trata-se de uma forma de apropriacdo indevida que compromete principios
fundamentais da autoria e da honestidade cientifica. Diferente do plagio tradicional,
caracterizado pela copia literal de textos ou pela omissdo de fontes, o plagio inteligente assume
contornos mais sutis e dificeis de detectar, pois envolve o uso de ferramentas automatizadas,
como tradutores, parafraseadores e modelos de linguagem que reconfiguram ideias alheias em
estruturas aparentemente inéditas. Nesse contexto, a aparéncia de novidade ndo substitui a
responsabilidade epistémica sobre o contetido produzido.

Spinak (2015) ja alertava, antes da populariza¢do dos sistemas de IA generativa,
para a existéncia de estratégias destinadas a burlar os softwares de detecgdo de plagio, como a
reordenacao de frases, uso de sindnimos e traducdes sucessivas entre idiomas. Essas praticas,
descritas como quase artesanais, visavam escapar da deteccdo automadtica sem alterar
significativamente o conteudo original. Com o advento dos modelos de linguagem de larga
escala, como o ChatGPT, essas estratégias ganharam uma camada de automatizagdo e
sofisticacdo. O texto gerado por 1A pode apresentar coeréncia, fluéncia e estrutura inédita, mas
ainda assim mascarar ideias e formulagdes que pertencem a outras pessoas ou fontes, sem o
devido reconhecimento.

Esse tipo de plagio ¢ especialmente preocupante porque desafia os métodos

tradicionais de deteccdo, baseados em padroes de similaridade textual. Como os sistemas
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generativos de linguagem natural ndo reproduzem diretamente os textos de seus dados de
treinamento, mas sim geram novas formulagdes a partir de padrdes estatisticos, € improvavel
que ferramentas como Turnitin, CopySpider ou similares consigam rastrear essas apropriacoes.
A dificuldade de verificagdo nao elimina a ocorréncia da ma conduta, mas a torna mais opaca
e dificil de ser regulada.

A isso se soma o risco de apropriacdo nao intencional, como destacam Liao e

Vaughan

[...] interagir com modelos de linguagem com um modelo mental falho pode levar a
usos indevidos, inseguros, dependéncia excessiva ou insuficiente, engano, ameagas a
privacidade e a seguranga, ¢ outros danos baseados na interagdo (2023, p.5 tradugdo
nossa).

Pesquisadores ou estudantes que ndo compreendem a ldgica dos modelos de
linguagem podem acreditar que estdo produzindo algo original, quando, na verdade, estdo
apenas reconfigurando conhecimentos preexistentes sem a devida atribuicdo. Essa situagdo se
torna ainda mais delicada quando as ferramentas de IA geram textos com aparéncia inédita,
mas que reelaboram, de modo opaco, formulacdes ja existentes, mascarando sua origem. Um
caso emblematico descrito por Sampaio, Sabbatini e Limongi (2024, p. 11, grifo dos autores)

ilustra com clareza esse problema:

Apds o escandalo do plagio revelado justamente no momento da defesa de doutorado,
a investigacdo aprofundada descobriu o que havia acontecido. O candidato havia
utilizado geracdo automatica de texto. Porém, ndo percebera que aquelas ideias muito
especificas ‘tinham dono’. Mas de alguma forma, a Inteligéncia Artificial havia
aprendido.

Segundo os autores, a banca examinadora identificou semelhangas conceituais e
estilisticas entre os trechos apresentados e textos nao referenciados, caracterizando uma forma
de apropriacdo indevida. Embora nao tenha havido ma-fé deliberada por parte do doutorando,
o episddio expds os riscos de uma ilusao de originalidade, tipica dos sistemas de [A generativa
que produzem contetdo a partir de dados reais sem explicitar suas fontes. Trata-se de uma zona
cinzenta entre desconhecimento técnico e violagdo ética, que evidencia a urgéncia de se
repensar as fronteiras da autoria e os critérios de originalidade na pesquisa académica.

Essas situagdes nos conduzem ao que Eaton (2023) denomina era do pos-plagio,
um novo cenario em que as fronteiras tradicionais da autoria, da originalidade e da integridade
académica tornam-se cada vez mais ténues diante da inser¢do massiva de tecnologias avangadas

no cotidiano da produ¢do do conhecimento. Para a autora,
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[...] pos-plagio refere-se a uma era da sociedade humana em que tecnologias
avanc¢adas, incluindo inteligéncia artificial ¢ neurotecnologia, como as interfaces
cérebro-computador (BCls), tornam-se parte normal da vida, incluindo a forma como
ensinamos, aprendemos e interagimos cotidianamente” (Eaton, 2023, p. 1, tradugdo
nossa).

Nesse contexto, a integridade académica deixa de se restringir a proibicao de copias
diretas e passa a exigir transparéncia quanto aos meios e ferramentas utilizados na criacao
textual. A produgdo académica mediada por inteligéncia artificial demanda que o pesquisador
atue como curador ativo, exercendo uma leitura critica sobre o material gerado, reconhecendo
possiveis fontes e atribuindo os devidos créditos, mesmo quando o conteudo aparenta
originalidade.

Esse cenario evidencia a importancia de compreendermos a autoria como uma
construcdo situada, que envolve decisdes conscientes sobre o uso das tecnologias e a atribui¢ao
de sentido ao texto produzido. Tal concepgao reforca a centralidade da mediagdo humana e do
engajamento €tico como critérios indispensaveis a legitimidade da produgdo académica em
tempos de IA generativa. Essa perspectiva também dialoga com a proposta de pedagogia do
prompt, ao reconhecer que o protagonismo autoral reside na capacidade de interpretar, julgar e
assumir criticamente os efeitos do que ¢ produzido, mesmo quando mediado por algoritmos.

Quando essa mediagdo falha ou é omitida, a confianca na producao cientifica se
fragiliza e a integridade da autoria ¢ colocada em risco, revelando as tensdes éticas da escrita
hibrida entre humanos e maquinas. Esse entendimento também exige agdes concretas.

Nesse sentido, a discussdo sobre o plagio inteligente deve ser acompanhada por
acoes educativas e institucionais. A formacdo ética e critica para lidar com a inteligéncia
artificial generativa, como recomenda a Unesco (2024), deve incluir reflexdes sobre autoria,
originalidade e responsabilidade intelectual. Protocolos como a declaracdo formal de emprego
dessas ferramentas, o acompanhamento orientativo e a delimita¢do precisa das contribuigcdes
realizadas com ou sem assisténcia tecnoldgica sao medidas que contribuem para mitigar riscos
e fortalecer uma cultura de integridade (Sampaio; Sabbatini e Limongi, 2024).

No limite, o plagio inteligente ndo ¢ apenas um problema técnico ou juridico, mas
um desafio formativo: exige de pesquisadores e instituicdes a capacidade de lidar com as

complexidades da produ¢do de conhecimento em tempos de inteligéncia artificial.
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1.7 Etica e integridade académica em tempos de IA

A emergéncia da inteligéncia artificial generativa no meio académico introduziu
uma nova camada de complexidade as discussdes sobre a ética na producao do conhecimento.
Ferramentas capazes de gerar textos, reformular argumentos e propor analises desafiam valores
historicamente associados a pesquisa cientifica, como autoria, originalidade e responsabilidade
intelectual. Nesse novo contexto, ética e integridade emergem como eixos criticos,
especialmente diante da possibilidade de que teses e dissertagdes sejam elaboradas com o
auxilio de sistemas baseados em modelos linguisticos de larga escala, como o ChatGPT.

Os conceitos de ética e integridade na pesquisa ndo apresentam uma terminologia
univoca ou consensual. Para alguns tedricos, a ética ¢ compreendida como um componente da
integridade; para outros, a integridade ¢ concebida como um principio mais amplo, que a inclui
(Steneck, 2006; Kravjar, 2018; Parry, 2017). Embora essas distingdes existam, o que se
evidencia como ponto de convergéncia entre as abordagens ¢ a concepgao da integridade como
condicdo fundamental para assegurar o rigor e a confiabilidade da produgdo cientifica.

E nessa perspectiva que se inscreve a reflexio de Mainardes (2023a, 2023b),
referéncia central neste trabalho, ao propor uma articulacdo entre ética e integridade,
compreendidas como nogdes distintas, mas interligadas, cuja associagdo fortalece os
compromissos da pesquisa com a responsabilidade, a transparéncia e a confianca académica.
Assim, sua discussdo ndo segue uma linha deontolégica universalista'¢, ancorada em uma ética
racional e normativa, fundamentada em principios universais de convivéncia moral, conforme
defendido por Cortina (2000), mas se alinha com o foco institucional, relacional e formativo.

Para embasar suas reflexdes, ele retoma as contribui¢des do norte-americano
Nicholas Steneck (2006), cuja concepgao de conduta responsavel em pesquisa enfatiza valores
como honestidade, responsabilidade e objetividade, pilares da integridade cientifica. Para
Steneck (2006), a ética em pesquisa refere-se ao comportamento do pesquisador sob a otica de
principios morais, enquanto a integridade diz respeito aos padrdes profissionais. A conduta
responsavel, nesse sentido, constitui o ponto de intersecdo entre essas duas dimensdes.

Embora reconheca essa distingdo (ética como dimensdo moral mais ampla;
integridade como campo normativo-pratico), Mainardes propde aborda-las de forma articulada,

justamente para captar a complexidade das praticas e valores no campo académico e cientifico.

16 A ética na perspectiva deontoldgica universalista fundamenta-se em principios morais universais e racionais,
concebidos como normas validas para todos os sujeitos, independentemente dos contextos culturais ou
institucionais (Cortina, 2000).



64

A partir dessa base conceitual, ele propde uma distingdo entre integridade cientifica e
integridade académica, ampliando o debate para além do pesquisador individual ao incorporar
praticas institucionais, relagdoes pedagogicas e dimensdes da gestdo universitaria.

A integridade cientifica, segundo o autor, diz respeito a honestidade,
responsabilidade e transparéncia nas atividades de pesquisa, abrangendo todas as etapas do
trabalho cientifico, da elabora¢do do projeto a divulgacdo dos resultados. Ja a integridade
académica refere-se a um campo mais amplo, relacionado ao conjunto de praticas institucionais
que envolvem docentes, discentes e gestores, incluindo o respeito as normas, a justica nas
avaliagdes e a promogao de relagdes €ticas no cotidiano universitario.

Diante dos desafios impostos pelos sistemas generativos que se inserem nos
ambientes universitarios, essa diferenciacdo torna-se relevante para compreender que os
dilemas éticos contemporaneos impactam ndo apenas a producdo do conhecimento, mas
também os modos de ensinar, aprender e gerir. Promover a integridade exige um compromisso
ativo que va além do combate a fraudes ou plagios: ela demanda a constru¢do de uma cultura
institucional ética, ancorada em formagao critica, politicas institucionais claras e
responsabilidade coletiva (Mainardes, 2023a).

A presenca dessas tecnologias nos processos de producdo cientifica desafia os
modos tradicionais de garantir autoria, originalidade e responsabilizacdo. Nesse contexto, ¢
preciso indagar: que sentido tém as normatizagdes institucionais se ndo forem acompanhadas
por processos formativos criticos? Como garantir a efetividade dessas diretrizes sem instancias
responsaveis por sua aplicagdo e sem dispositivos concretos de supervisao? E, sobretudo: ¢
legitimo confiar na detec¢do automatizada do uso de IA como instrumento decisivo para
assegurar a integridade académica?

Essas indagacdes tém sido tensionadas por diversos pesquisadores. Santos (2024)
afirma que “as politicas de formagdo docente devem incluir a compreensao critica sobre as
tecnologias e os dispositivos de mediacao algoritmica. Sem isso, qualquer regulacdo se
esvazia”. De forma complementar, Santaella (2024) argumenta que “mais do que seguir regras,
precisamos formar inteligéncias capazes de interrogar os proprios critérios das regras”. Ja
Franco, Viegas e Rohe (2024) alertam para os riscos de diretrizes elaboradas sem a escuta da
comunidade académica, defendendo que tais politicas devem dialogar com os principios da
justica social e epistémica.

A Unesco (2024), por sua vez, refor¢a a importancia da agéncia humana em todas
as etapas decisivas do processo de pesquisa e recomenda que institui¢des promovam formagao

especifica sobre: engenharia de prompts, uso ético da IA e estratégias de identificagdo de plagio,



65

como forma de reduzir as assimetrias de conhecimento. Tal recomenda¢do adquire ainda mais
relevancia diante do risco crescente de apagamento da agéncia humana nos processos de
producao do conhecimento, especialmente quando contetdos captados em redes sociais,
organizados por algoritmos de personalizacdo, passam a ocupar o lugar de fontes epistémicas.
Quando contetdos automatizados de plataformas digitais assumem o papel de referéncia, ha
um rebaixamento da autoria a mera curadoria automatizada, deslocando o sujeito da producao
cientifica e enfraquecendo sua capacidade critica e investigativa.

Essas contribui¢des convergem com as diretrizes propostas por Sampaio, Sabbatini
e Limongi (2024), que defendem a construgdo de uma governanga ética institucional que
combine normas claras, curadoria humana, formagdo continuada e transparéncia nas praticas
académicas. Entre os elementos que compdem esse esfor¢o de governancga, destaca-se a atencao
as ferramentas utilizadas para garantir a integridade académica, como os detectores
automatizados de uso de IA.

No entanto, os mesmos autores advertem que confiar exclusivamente nesses
sistemas, como Turnitin ¢ GPTZero, pode ser problematico, pois tais tecnologias ainda
apresentam limitagdes significativas, como a ocorréncia de falsos positivos, vieses linguisticos
e vulnerabilidade a manipulagdes. Detectores tendem a falhar, especialmente com textos
produzidos por autores ndo nativos ou quando o contetudo € apenas parcialmente revisado com
auxilio da IA, dificultando a distingdo entre escrita humana assistida e geracdo automatizada
integral.

Diante dessas limita¢des, torna-se urgente a criagdo de comités avaliativos
interdisciplinares, capazes de realizar andlises situadas, justas e pedagogicamente orientadas
em casos de possivel uso indevido da A, conforme sugerem Cotton, Cotton e Shipway (2024).
Em vez de se apoiar exclusivamente em solugdes tecnoldgicas, esses comités devem considerar
o contexto da produgdo textual, promover o esclarecimento ético entre os envolvidos e
assegurar que os principios da integridade académica ndo sejam reduzidos a métricas
algoritmicas.

Assim, compreendemos que a formulagdo de politicas institucionais, por mais
rigorosas que sejam, apenas produzird efeitos concretos se estiver articulada a um projeto
formativo comprometido com a autonomia, a corresponsabilidade e o fortalecimento de praticas
académicas criticas, éticas e inclusivas. Sem 1sso, o risco € que a regulacdo se transforme em
instrumento de vigilancia tecnocratica, desprovido de discernimento pedagogico e sensibilidade

¢tica diante da complexidade do cendrio atual.
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Além disso, hd um outro conjunto de riscos, relacionados a opacidade no uso da [A
e a auséncia de critérios claros para avaliar os textos hibridos. Nesse sentido, pesquisadores
como Pimentel, Azevedo e Carvalho (2023); Mercado e Régo (2023); Sampaio, Sabbatini e
Limongi (2024) defendem a necessidade de garantir a transparéncia quando textos forem
elaborados com apoio de IA generativa. Afirmam que ¢ fundamental explicitar em que medida
e em quais etapas a IA foi utilizada.

Tal transparéncia implica ndo apenas informar que a tecnologia foi utilizada, mas
também tornar publicos os comandos (prompts) empregados e os resultados obtidos, de modo
a favorecer a replicabilidade da pesquisa. E importante considerar que essas ferramentas
operam com certo grau de aleatoriedade, ou seja, podem produzir respostas diferentes mesmo
quando se insere o mesmo comando. Essa caracteristica, conhecida como processo
estocastico!’, significa que o modelo toma decisdes com base em probabilidades, o que dificulta
a reproducdo exata dos resultados. Por isso, € essencial que os pesquisadores divulguem e
discutam essas variagdes, explicitem possiveis vieses nos conteidos gerados e apresentem as
estratégias de mitigacdo adotadas, de modo a garantir a fidedignidade dos dados e a integridade
do processo cientifico (Unido Europeia, 2025)"8,

Dado que tais modelos de linguagem passam por atualizagdes constantes, torna-se
essencial registrar as datas exatas das interagdes com essas ferramentas, especialmente em
contextos de pesquisa. Esse cuidado favorece a transparéncia metodologica, permitindo nao
apenas o rastreamento das versdes utilizadas, mas também uma avaliagdo mais precisa sobre a
influéncia da IA nos resultados obtidos. Tal postura contribui para reforgar a confianca na
producao cientifica, além de ampliar a compreensdo sobre os limites e potencialidades desses
sistemas no processo de investigacao académica (Sampaio; Sabbatini e Limongi, 2024).

Essa preocupacdo com a transparéncia tem sido progressivamente incorporada por
periodicos cientificos, que passaram a exigir declaragdes formais sobre o uso de IA nos
manuscritos submetidos. Editores vém solicitando que os autores informem, no momento da
submissdo, se utilizaram ferramentas de IA generativa, bem como de que forma e em que

extensdo esse uso ocorreu. O objetivo dessas medidas € assegurar a transparéncia do processo,

17 Estocastico refere-se a processos que incorporam alguma forma de aleatoriedade ou incerteza, ou seja, os
modelos de TA generativa, como o ChatGPT podem gerar respostas diferentes a partir do mesmo comando, devido
a natureza probabilistica e ndo-deterministica desses sistemas. (Goodfellow; Bengio; Courville, 2016)

18 Este documento ¢é o Living Guidelines on the Responsible Use of Generative Al in Research (Diretrizes vivas
sobre o uso responsavel de IA generativa na pesquisa), elaboradas pela Comissao Europeia via ERA Forum
Stakeholders (DG RTD). Publicadas em abril de 2024 e atualizadas em abril de 2025, essas diretrizes servem como
referéncia complementar ao Regulamento da Unido Europeia sobre Inteligéncia Artificial (Al Act), destacando
boas praticas éticas para pesquisadores (Unido Européia, 2025).
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reforcar a responsabilizacdo autoral e preservar os padrdes de integridade na producao
académica (Soares; Franco, 2023; Santaella, 2023; Limongi, 2024).

Por fim, de modo conclusivo, como destaca Mainardes (2023b), enfrentar os
desafios éticos impostos pela inteligéncia artificial generativa exige mais do que a criacao de
normas técnicas. Implica o fortalecimento de politicas formativas e espagos institucionais de
dialogo capazes de fomentar uma cultura de integridade critica, situada e comprometida com o
conhecimento como bem publico. Isso implica reconhecer que o uso da IA na produgao
cientifica exige diretrizes claras, formagao continua e compromisso coletivo com a ética, de

modo que a inovagao tecnologica caminhe ao lado da responsabilidade académica.



68

CAPITULO 11

ABORDAGENS CRITICAS E CONCEITUAIS SOBRE A APROPRIACAO DA
TECNOLOGIA E SUAS CONEXOES PARA A COMPREENSAO DO TEXTO
HiBRIDO NO AMBITO DA POS-GRADUACAO STRICTO SENSU EM EDUCACAO

Nao ha leitura inocente, tampouco neutra: todo texto ¢
reinscrito por quem o lé.

Chartier (2002)

Este capitulo retine diferentes contribuigdes tedricas, ancoradas em uma perspectiva
epistemologica pluralista (Mainardes, 2018), que ndo apenas reconhece, mas valoriza o
entrelacamento entre distintas tradi¢des tedricas como estratégia metodologica. Tal escolha
revela-se fundamental diante da complexidade do objeto de estudo, que envolve dimensodes
culturais, técnicas, institucionais, politicas e epistémicas. Por esse motivo, a pesquisa adota a
l6gica da teorizagio combinada'®, uma abordagem que supera a simples justaposicdo de autores
ao promover o didlogo critico entre diferentes aportes conceituais. Essa articulagdo permite
compreender os multiplos sentidos atribuidos a apropriacdo da IA generativa na produgdo
cientifica académica.

Com o objetivo de analisar quais as percep¢des de mestrandos, doutorandos e
orientadores dos Programas de P6s-Graduacao Stricto Sensu em Educagdo sobre a apropriagao
da TA generativa na assisténcia a escrita de teses e dissertagdes, no contexto da integridade
académica, esta pesquisa dialoga com os conceitos de apropriagdo e autoria, tal como
formulados por Chartier (1990, 2002, 2017). Para o autor, individuos e grupos sociais
reinterpretam e ressignificam textos e praticas culturais, adaptando-os a diferentes contextos e

finalidades.

19 Teorizagdo combinada é o esforgo de articular teorias ou conceitos oriundos de diferentes perspectivas tedricas,
com o objetivo de compor um quadro tedrico consistente para fundamentar determinada andlise. Tal esforco
demanda fazer escolhas tedricas e justifica-las, o que implica um exercicio de reflexividade e de vigilancia
epistemologica. (Mainardes, 2018, p. 6-7)
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2.1 O conceito de apropriacdo em Chartier e a escrita académica na era da Inteligéncia

Artificial

Roger Chartier ¢ um historiador francés, especialista em historia cultural, com
énfase na histéria do livro, da leitura e das praticas de escrita. Nascido em Lyon, em 1945,
destacou-se por seus estudos sobre a materialidade dos textos e a interagdo entre leitores e obras,
investigando como essas relagdes moldam praticas culturais e sociais. Neste topico, ¢
mobilizado o conceito de apropriagdo, tal como formulado por Chartier, por sua relevancia para
compreender os modos de integracdo de ferramentas de inteligéncia artificial nos processos de
escrita académica, segundo a percepc¢do de mestrandos, doutorandos e orientadores da area da
Educagao, foco desta pesquisa.

Essa abordagem amplia o olhar analitico sobre como as ferramentas de inteligéncia
artificial sdo interpretadas e utilizadas em variados contextos institucionais, evidenciando
tensdes entre aceitacdo e resisténcia no campo académico. Segundo Chartier (2002), a forma
como um texto (ou uma tecnologia) ¢ apropriado por um leitor ou usudrio interfere diretamente
em sua interpretagdo e uso. No contexto universitario, esse processo pode provocar
transformagdes nas metodologias de pesquisa, nas praticas de escrita e nos critérios de avaliagao
por pares, sinalizando alteragdes nas normas vigentes de produgao do conhecimento.

Em outro momento de sua obra, Chartier (1998a) define apropriagdo como o
processo pelo qual grupos sociais se relacionam com objetos culturais, textos, discursos ou
praticas, atribuindo-lhes novos sentidos e usos a partir de suas condi¢des historicas e
contextuais. Essa operacdo ndo ¢ neutra nem passiva: trata-se de uma dinamica ativa de
ressignificagdo, em que sujeitos e coletividades projetam sobre os objetos culturais suas
experiéncias, valores e perspectivas, reinterpretando-os segundo suas necessidades e interesses.

Os significados atribuidos a um mesmo objeto variam conforme o tempo, o espago
e o grupo social envolvido. Praticas culturais sdo, portanto, continuamente recriadas, € os
sentidos emergem da interagcdo com os referenciais historicos, sociais e politicos que informam
cada contexto de recepcdo. Para compreender esse processo em profundidade, ¢ necessario
considerar as condi¢des materiais e simbodlicas que moldam os modos de apropriacdo de
diferentes publicos.

Como afirma o autor em outro texto, “compreender, na sua historicidade, as
apropriagdes que se apoderam das configuragdes textuais exige o rompimento com o conceito

de sujeito universal e abstrato tal como utilizam a fenomenologia e, apesar das aparéncias, a
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estética da recepgao” (Chartier, 1988b, p. 24-25). Isso significa reconhecer que cada gesto de
apropriagdo ¢ singular, pois estd ancorado nas praticas sociais e experiéncias coletivas que o
tornam possivel.

Vale frisar, contudo, que a critica de Chartier (1988b) dirige-se a certa concepgao
de fenomenologia que trata o sujeito como abstrato e universal, o que ndo corresponde a toda a
tradigdo fenomenologica. E o caso, por exemplo, de Merleau-Ponty (1999), cuja abordagem da
percepgao se enraiza na experiéncia vivida, no corpo que sente, age € interpreta. Assim, nesta
tese, a concepgao de apropriacao de Chartier ¢ articulada a nogao de percepg¢ao de Merleau-
Ponty, no sentido de pensar os usos da IA generativa na pesquisa académica como praticas
situadas, encarnadas e mediadas por condic¢des histdricas e sociais.

A medida que os contextos sociais se transformam, as formas de apropriagdo
também evoluem, o que permite a reavaliagdo continua dos objetos culturais. Eles podem
ganhar ou perder relevancia, dependendo dos sentidos que lhes sdo atribuidos em diferentes
momentos e espagos de uso. E nesse movimento que a nogdo de apropriagdo, conforme
trabalhada por Chartier (1998a,b) se mostra especialmente fecunda para compreender como a

inteligéncia artificial ¢ integrada ou recusada no fazer cientifico atual.

2.1.1 A autoria e outras formas de producio de textos no cenario das IAs Generativas

Tradicionalmente, a autoria tem sido concebida como expressdo singular de um
sujeito criador, marcada pela originalidade, pela intencionalidade e pelo compromisso com o
que se publica. No campo cientifico, essa visao foi amplificada pela modernidade, consolidando
o autor como fiador da validade epistémica e da integridade do conhecimento produzido. Essa
perspectiva € enfatizada por Steneck (2006), para quem a autoria na pesquisa cientifica ndo se
resume ao reconhecimento por uma publica¢do, mas implica responsabilidade publica e ética
pelos achados e interpretagdes apresentados. Para ser considerado autor, € preciso ter
contribuido substancialmente para a investigacdo e ser capaz de responder por sua parte no
conteudo divulgado.

Essa concepcao tradicional, ancorada na centralidade do sujeito humano e na nogao
de autoria responsavel, entra em tensao com os novos modos de produgao textual mediados por
sistemas de inteligéncia artificial. Embora capazes de gerar textos complexos e formalmente
coerentes, essas tecnologias ndo compartilham da consciéncia, da historicidade nem da
responsabilidade ética que sustentam a autoria académica. A emergéncia das [As generativas,

que simulam enunciacdo autdnoma, desafia essas fronteiras e desloca o lugar do autor para
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zonas hibridas e instaveis, nas quais se embaralham as func¢des de autoria, de ferramenta e de
curadoria.

A evolugdo das tecnologias digitais e o avango da inteligéncia artificial t€m
desafiado as concepgoes tradicionais de autoria, especialmente no campo da escrita académica.
Nesse contexto, a ideia de autoria se desdobra em novas dimensoes, exigindo uma reflexao que
leve em conta ndo apenas o ato de criagdo, mas também as transformagdes na circulagdo e
apropriacao dos textos.

Entre os referenciais que contribuem para essa reflexao, destacamos a abordagem
de Chartier (2002), que analisa a autoria em sua dimensdo histoérica e material. Em sua
perspectiva, o autor ndo se limita a figura de origem do texto, mas se inscreve em um processo
dindmico de construcdo simbdlica, envolvendo o controle sobre os significados, as formas de
difusdo ¢ a mediagao dos leitores com a obra.

Ao integrar essa abordagem, ¢é possivel compreender como a presenga da
inteligéncia artificial altera o papel do autor e desafia as fronteiras estabelecidas entre criagdo
humana e mediagao técnica. A autoria deixa de ser compreendida como propriedade individual
e passa a ser entendida como uma fungao relacional, atravessada pelas condigdes materiais da
escrita, pelos modos de produgao e pelos gestos interpretativos dos leitores.

Além disso, o proprio Chartier (2002) destaca que o crescimento exponencial da
oferta textual, impulsionado pelas novas tecnologias, exige dos leitores competéncias
avancadas de leitura critica. As experiéncias de leitura tornam-se mais complexas e
multimodais, incorporando elementos visuais, sonoros € interativos, o que amplia os sentidos
construidos e refor¢a a necessidade de repensar os modos de engajamento com os textos em
ambientes digitais.

Nesse ponto, a andlise de Chartier (2002) pode ser enriquecida pela incorporacao
do conceito de multiletramentos, proposto pelo New London Group (2021), que compreende a
leitura e a escrita como praticas plurais, multimodais e atravessadas por diferentes culturas e
linguagens. Em um cendrio marcado pela globalizagado e pela intensificagao das midias digitais,
os sujeitos sdo desafiados a dominar ndo apenas o codigo alfabético, mas multiplos sistemas
simbdlicos e modos de significagdo.

Essa perspectiva converge com a no¢ao de apropriacdo em Chartier, ao enfatizar
que os sentidos atribuidos aos textos sao construidos de forma situada e dindmica, a partir das
interagdes entre leitores, suportes e contextos. Tanto para Chartier quanto para os tedricos dos
multiletramentos, a formagao para a leitura critica requer ateng¢do pedagogica a diversidade de

linguagens, géneros e formatos que compdem o ecossistema comunicativo contemporaneo.
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Rojo (2008, p. 586) também reforca essa visdo ao defender que o letramento
escolar, ao lidar com multiplos géneros discursivos, “possa promover praticas de leitura e
escrita mais criticas, capazes de ajudar o aluno a participar de praticas sociais significativas que
envolvem o uso da linguagem em diferentes esferas.”

Diante dessas transformagoes, as nogoes tradicionais de autoria ¢ leitura tornam-se
tensionadas, convocando uma revisdo nas praticas académicas, editoriais e educativas. Cabe as
institui¢des de ensino o papel de mediar essas mudancas, promovendo o desenvolvimento de
leitores criticos, conscientes e capazes de navegar com responsabilidade pelos ambientes
digitais.

A ampliagdo da oferta textual proporcionada pelas tecnologias digitais, comparavel,
em certa medida, a revolu¢ao promovida pela imprensa, multiplica exponencialmente o volume
de informag¢des disponiveis. Essa proliferacdo exige dos leitores novas competéncias para
selecionar, analisar e compreender textos em multiplas plataformas. Praticas como a leitura
hipertextual, a navegacdo multimodal e a interacdo com interfaces digitais instauram novas
formas de engajamento, que demandam habilidades especificas para lidar com a complexidade
dos discursos contemporaneos.

Chartier (2002, p. 7) identifica trés grandes transformagdes impostas pela era digital
as nossas relagdes com a cultura escrita: “1) transformagdes das praticas de leitura; 2) novas
modalidades de publicagdo; e 3) redefinicao da identidade e da propriedade das obras”. Para o
autor, essa revolugao tecnoldgica ndo apenas modifica os suportes da escrita, mas reconfigura
os modos de producdo e circulacdo dos textos. Ele observa que o leitor contemporaneo ¢
conduzido a romper com “todas as herangas que o plasmaram, [...] o mundo eletronico provoca
uma triplice ruptura: propde uma nova técnica de difusdo da escrita, incita uma nova relacao
com os textos, impde-lhes uma nova forma de inscrigdo” (Chartier, 2002, p. 23-24).

Nesse contexto, a escrita adquire uma dindmica interativa, permitindo
reorganizagdes instantdneas, edi¢do continua e formas de leitura ndo lineares, como a
navegacdo por hiperlinks e a articulagdo com conteudos multimidia. Essas possibilidades
ampliam os modos de acesso, interpretacdo e circulagdo textual, deslocando os sentidos
tradicionais da autoria.

A digitalizagdo, segundo o autor, rompe o vinculo entre o texto e sua materialidade
fisica, instaurando composi¢des efémeras, flexiveis e passiveis de constante reapropriacao: “Ao
romper o antigo laco entre o texto e o objeto, entre cada discurso e sua materialidade propria, a

revolucao digital obriga a uma radical revisdo dos gestos e das nogdes que associamos a escrita”
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(Chartier, 2017, p. 19). Nesse novo regime de textualidade, os leitores ndo apenas decodificam,
mas também intervém nos textos, reposicionando-se como cocriadores.

Como resultado, essas praticas desafiam nogdes classicas de autoria e de
propriedade intelectual. A maleabilidade dos textos digitais, somada a auséncia de fixidez
autoral e a possibilidade de edicdo permanente exige uma revisdo das praticas culturais e
institucionais ligadas a escrita. Isso inclui ndo apenas os critérios de autenticidade e autoridade
textual, mas também a constru¢do de novas formas de cidadania digital, baseadas na
responsabilidade compartilhada pela producao e circulacao dos saberes.

A crescente capacidade da inteligéncia artificial generativa de criar e reorganizar
textos de forma semelhante a escrita humana levanta preocupagdes relevantes quanto a dilui¢ao
da originalidade, aspecto central da concepg¢do classica de produgdo cientifica. No ambiente
académico, essa possibilidade gera incertezas sobre o controle do sentido e do estatuto da
autoria nos textos produzidos. Surge, assim, uma pergunta provocadora: sera que a IA pode ser
considerada uma terceira instancia na escrita de teses e dissertagdes?

Essa indagac¢do nos convida a refletir se, mesmo ndo sendo autora no sentido estrito,
a A pode ocupar discursivamente o lugar de um enunciador, afetando a percep¢do da autoria e
o valor epistémico do texto. Como discutido anteriormente, a inser¢do desses sistemas no
campo académico promove novos modos de produgdo discursiva que tensionam categorias
tradicionais, como autoria, intencionalidade e voz.

Ainda que ndo sejam sujeitos de linguagem, os mecanismos generativos atuam
textualmente de modo a simular enunciacdes autonomas, criando a impressdo de
posicionamento discursivo e consciéncia autoral. No entanto, do ponto de vista da analise do
discurso e da filosofia da linguagem, o enunciador ndo se reduz a produgdo formal de um texto.
Trata-se de uma instancia historica, social e ideologica, constituida na relacdo com formacdes
discursivas especificas.

Como afirma Orlandi (2005, p. 17), “nao ha discurso sem sujeito e ndo ha sujeito
sem ideologia”, o que implica que a constitui¢do do sujeito do discurso estd ancorada em
processos simbdlicos que escapam as operagdes técnicas da IA. Por ndo estar inserida em
formagdes ideoldgicas nem deter uma subjetividade historica, a maquina de escrita
automatizada nao pode, ontologicamente, ocupar a posi¢ao de enunciador. O que ela realiza ¢
a simulagdo de um dizer, efeito técnico que pode ser confundido com autoria, mas que nao se
sustenta sob a perspectiva discursiva.

No entanto, do ponto de vista da percepcdo textual, a inteligéncia artificial

generativa frequentemente produz efeitos de sentido que simulam uma presenca autoral. A
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maquina parece construir argumentos, fazer escolhas 1éxicas e expressar juizos, deslocando
para o leitor a impressdo de que ha um enunciador inscrito no texto, ainda que tal enunciagao
seja simulada. Conforme discutido por Silva (2024) na secao 1.6.6 desta tese, trata-se de um
fendmeno que poderiamos chamar de enunciagao sem sujeito, ou melhor, de um sujeito técnico
que opera com base em padrdes sintaticos e probabilidades linguisticas aprendidas nos dados.

Essa ambiguidade ¢ ampliada na andlise de Chartier (2002), ao afirmar que as
tecnologias digitais reconfiguram o lugar do autor e os gestos da escrita, exigindo uma revisao
critica das nogdes de autoria e leitura. Se, historicamente, o autor foi concebido como origem e
garantia de sentido (Foucault, 2001), no cenario das [As generativas observa-se uma deslocagao
da autoria para zonas hibridas, em que o humano atua como curador ¢ a maquina assume a
fungdo de instrumento com aparéncia de voz propria.

Nesse contexto, compreender o papel da IA na escrita académica requer afastar a
ideia de sujeito do discurso e aproxima-la da noc¢do de instincia discursiva delegada. A
legitimidade e o valor epistémico do que ¢ gerado por esses sistemas ndo residem na maquina,
mas na mediagdo critica realizada pelo autor humano. E esse processo de curadoria ativa que
confere ou nao validade ao enunciado automatizado no campo cientifico, reposicionando a
autoria como um ato de interpretagdo e responsabilizag¢do, e ndo apenas de produgdo textual.

A partir das reflexdes de Chartier sobre as transformacdes da cultura escrita na era
digital, ¢ possivel avangar para o debate sobre a nog¢do de texto escrito hibrido, conforme
formulada por Lopes, Forgas e Cerda-Navarro (2024), que considera a interagdo entre
pesquisador e maquina como parte constitutiva do processo de escrita. Essa concepgdo dialoga
com os estudos sobre cocriagdo humano-méquina (Santos; Santaella, 2023; Silva, 2024) e com
a proposta de uma pedagogia da pergunta (Silva, 2024; Santos, 2024), que desloca o foco da
resposta pronta para a constru¢do reflexiva do conhecimento. Esses aportes permitirdo
aprofundar a compreensao das novas dindmicas de elaboragdo de textos no contexto das

dissertagdes e teses na Pos-Graduagao.

2.2 O texto hibrido

No contexto da producdo académica, a concep¢ao de texto hibrido, tal como
proposta por Lopes, Forgas e Cerda-Navarro (2024), constitui uma perspectiva central para este
estudo. Em programas de Pods-Graduacdo Stricto Sensu, os principios de integridade,

originalidade e autoria sdo pilares da formagdo cientifica. A escrita compartilhada entre
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humanos e [A generativa desafia essas concep¢des tradicionais e instaura debates sobre ética e
responsabilidade na pesquisa, exigindo uma reflexao critica sobre os limites e possibilidades da
mediacao tecnologica no processo autoral.

O texto hibrido entende a escrita académica como um processo de coproducao entre
o agente humano e a inteligéncia artificial generativa. Nessa perspectiva, o foco desloca-se da
ideia de texto como produto acabado para a no¢do de escrita como construcdo dialdgica e
continua. A TA atua como assistente de linguagem, oferecendo sugestdes e estruturas iniciais,
mas sem suprimir o protagonismo do pesquisador. Como afirmam os autores, “por meio da IA,
cria-se uma base da escrita para o sujeito ir editando, ajustando o texto, configurando-o ao seu
estilo, adicionando outros conteudos, como algo de criagao propria” (Lopes; Forgas; Cerda-
Navarro, 2024, p. 12).

Na pratica académica, o texto hibrido consolida-se como um formato de
colaboragdo assimétrica, em que a [A auxilia sem assumir protagonismo autoral. Seu uso pode
incluir tarefas como revisdo linguistica, reformulacdo de trechos, organizacdo de ideias e
estruturacdo do texto, sempre preservando a criatividade, a intencionalidade e a
responsabilidade autoral do pesquisador.

Embora o texto hibrido seja o foco desta investigagdo, ¢ importante reconhecer que
ele coexiste com outras formas de escrita académica, mediadas ou ndo por tecnologias de
linguagem. Nesse sentido, Lopes, Forgas e Cerda-Navarro (2024) propdem uma tipologia
composta por trés categorias principais®’, definidas com base no grau de interveng¢io humana e

na forma de uso da inteligéncia artificial:

e Texto padriao: produzido inteiramente por IA, sem interferéncia humana,
caracterizado por um estilo genérico, baseado em padrdes recorrentes extraidos de
grandes bases de dados.

e Texto artesanal: elaborado exclusivamente por um autor humano, sem assisténcia
de sistemas automatizados. Valoriza-se aqui a originalidade, a autoria individual e
o0 processo reflexivo.

e Texto hibrido: construido a partir de uma base inicial gerada por IA, que ¢ editada,

reformulada e expandida pelo pesquisador. Trata-se de uma producdo colaborativa,

20 Além desses trés tipos, Lopes, Forgas e Cerda-Navarro (2024) mencionam ainda o texto de referencial proprio,
no qual a A atua sobre o material previamente elaborado pelo autor. Esse tipo situa-se entre o artesanal e o hibrido,
mas os autores enfatizam como centrais apenas as trés tipologias principais.



76

em que a ferramenta tecnoldgica atua como apoio, sem suprimir o protagonismo do

autor humano.

A repercussao do texto hibrido nos processos de apropriacdo da leitura autdbnoma,
critica e criativa esta diretamente relacionada aos impactos que essa modalidade exerce sobre a
escrita artesanal. De acordo com Lopes, Forgas e Cerda-Navarro (2024, p. 17), essa forma de
escrita “traz em si o estatuto do seu autor, [...] caracterizado como de frui¢do original do proprio
autor, também com intertextualidades, com a marca identitaria de um estilo de escrita proprio.”

Os mesmos autores ressaltam que o texto hibrido ndo deve ser confundido com
praticas que delegam a sistemas generativos de linguagem textual a responsabilidade criativa,
pois sua proposta exige a manuten¢do da autoria humana em todas as etapas do processo. Nessa
perspectiva, o texto hibrido representa um ponto de equilibrio entre inovagao tecnologica e rigor
académico, contribuindo para a autenticidade da producdo cientifica e para a adesdao aos
principios éticos e metodoldgicos que regem a pesquisa em educacio.

A produgdo de textos hibridos pode ser compreendida como um processo de
cocriacao, nao no sentido de uma autoria compartilhada com a maquina, mas como uma pratica
que exige do autor humano curadoria ativa, posicionamento critico e responsabilidade ética
sobre os sentidos gerados. Como afirmam Santos e Santaella (2023, p. 40), ao refletirem sobre
a aplicagdo da inteligéncia artificial em projetos formativos, “as IAs sdo sim boas fontes, mas
requerem bons humanos em interlocu¢do.” Essa perspectiva aponta para uma dinamica autoral
em que a inteligéncia artificial opera como catalisadora de ideias e ndo como substituta da
agéncia humana. Trata-se, portanto, de uma escrita que convoca o sujeito a exercer controle,
sensibilidade e discernimento sobre as contribui¢des tecnologicas, preservando a integridade
do conhecimento produzido.

A essa discussdo se soma a proposta de Pimentel, Azevedo e Carvalho (2023), que
analisam de que maneira ferramentas como o ChatGPT estao transformando as praticas de
producao textual. Nesse modelo, a construcao do texto € fruto de uma colaboragdo direta entre
humanos e sistemas automatizados, em que a IA ndo apenas auxilia tecnicamente, mas contribui

de maneira significativa para a formulagao do conteudo.

[...] iniciamos uma nova era em que a autoria se tornou hibrida humana/o-IA, em que
as obras serdo cocriadas, coproduzidas com a inteligéncia artificial criativa. Por
exemplo, nds humanas/os podemos ter a ideia de um texto (ou imagem, ou musica
etc.) e demandarmos que o ChatGPT (ou outra inteligéncia artificial criativa) crie algo
sobre aquela ideia, em seguida, em fung¢do do resultado produzido, podemos editar a
obra ou fazer novos pedidos, seja para a IA produzir variacdes da obra, revisdes ou
mesmo uma nova produgdo, e o resultado serd novamente (re)considerado por nds,
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editado-revisado-reformulado, num processo de producdes e (re)formulacdes em
parceria, de trocas e atua¢des em conjunto (Pimentel; Azevedo; Carvalho, 2023, n.p).

Os autores destacam que a colaboracdo entre humanos e sistemas de inteligéncia
artificial amplia significativamente as possibilidades criativas, ao permitir a producdo de textos
que combinam a intui¢do € a experiéncia humanas com a capacidade computacional de geragao
de linguagem. No entanto, reconhecem também os desafios éticos e legais envolvidos nesse
processo, especialmente quanto a necessidade de explicitar as contribui¢des de cada parte e
definir claramente as implica¢cdes em termos de direitos autorais.

Nesse sentido, Mercado e Régo (2023, p. 54) alertam que textos escritos com
assisténcia de A “exigem mais responsabilidade do autor: deve estar explicita de que maneira
[...] e quais dados gerados por sistemas computacionais foram utilizados [...]".

O uso da inteligéncia artificial na produ¢do cientifica tem tornado as formas de
plagio mais complexas, uma vez que a apropria¢do indevida de conteudos pode assumir
configuragdes sofisticadas, dificultando, ou mesmo inviabilizando, sua detec¢do por softwares
convencionais de verificagdo. Tais desafios remetem a necessidade de revisar os critérios de
originalidade na producdo cientifica, uma vez que a IA opera com base em grandes volumes de
dados disponiveis, podendo gerar contetidos que, embora formalmente novos, ndo representam
necessariamente uma elaboragdo inédita. Isso levanta preocupacdes sobre a legitimidade da
autoria e o papel efetivo do pesquisador no processo. Além disso, a questao da responsabilidade
torna-se central: se parte do contetido ¢ gerado por uma maquina, € preciso refletir sobre quem
responde por eventuais equivocos, informagdes incorretas ou plagio involuntario.

A presencga crescente da inteligéncia artificial na produgdo académica exige uma
reflexdo aprofundada sobre os limites da autoria humana e as novas formas de criacdo
colaborativa. Esse cenario demanda politicas institucionais que equilibrem a inovagao
tecnoldgica com a preservacdo da ética, da originalidade e da integridade na pesquisa cientifica.

Diante do exposto, ¢ importante distinguir o conceito de texto hibrido, ancorado na
ideia de assisténcia técnica, em que sistemas generativos ocupam um papel secundario, de
autoria hibrida, que sugere uma coautoria mais robusta, conferindo a tecnologia um certo grau
de autonomia criativa.

Nesse contexto, surge uma questdo fundamental: serd possivel, para um
pesquisador da Pos-Graduagdo, delimitar com clareza o que é de sua autoria e o que foi gerado
com o apoio da IA em um texto hibrido? Refletir sobre essa demarcacao ¢ essencial para evitar
ambiguidades conceituais que comprometam a compreensdao € a avaliagdo do trabalho

académico.
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Essa questdo torna-se central neste capitulo, que se dedica a compreender o texto
hibrido como uma modalidade de escrita apoiada por tecnologias generativas, sem que isso
implique na abdicacao do protagonismo humano. Tal enfoque esta diretamente relacionado aos
debates sobre ética, autoria, originalidade e responsabilidade, pilares da integridade académica
e cientifica. Ao mesmo tempo, as novas dindmicas de criagdo ampliam as fronteiras entre
escrever e cocriar, exigindo regulamentacdes claras e atualizadas que garantam a autenticidade
do conhecimento produzido.

Com base nessas reflexdes, avangamos agora para a concepcao de construtivismo
critico, proposta por Andrew Feenberg (2022), cuja perspectiva, assim como a de Chartier
(2002), atribui papel ativo aos sujeitos. Enquanto o primeiro trata da apropriacao cultural de
textos e praticas, o outro argumenta que as tecnologias ndo possuem um significado intrinseco,
podendo ser ressignificadas e reconfiguradas segundo os contextos histdricos, sociais e

ideologicos de seus usuarios.

2.3 Entre tecnologia e academia: o construtivismo critico como caminho reflexivo

Buscamos, no pensamento de Andrew Feenberg, um embasamento teérico para
uma leitura critica das percepgdes de poéds-graduandos e docentes orientadores sobre a
apropriacao da inteligéncia artificial generativa na elaboragao de textos hibridos em projetos de
pesquisa, dissertagdes e teses. Feenberg ¢ um dos principais representantes contemporaneos da
Filosofia da Tecnologia, campo que se consolidou ao longo do século XX, sobretudo no pos-
guerra, em meio ao aprofundamento das reflexdes sobre os impactos sociais, politicos e éticos
do avango técnico-cientifico.

Nesse cenario, pensadores como Martin Heidegger e Jacques Ellul desenvolveram
criticas contundentes a tecnologia moderna, argumentando que ela tende a reduzir o mundo a
condi¢ao de recurso disponivel, submetendo a experiéncia humana a uma légica de controle e
eficiéncia (Neder, 2013). Heidegger (2007), em A Questdo da Técnica, concebe a tecnologia
ndo apenas como um conjunto de artefatos, mas como um modo de revelagdo do real, que
estrutura a maneira como o ser humano se relaciona com o mundo. Para o filésofo, a técnica
moderna aprisiona a existéncia em uma racionalidade instrumental, esvaziando a possibilidade
de experiéncias auténticas e alternativas.

Na tradigdo critica da Escola de Frankfurt, Herbert Marcuse retoma e problematiza
a analise heideggeriana, questionando o carater determinista de sua abordagem. Para Marcuse,

a tecnologia ndo ¢ neutra nem auténoma: ela carrega valores e ideologias que reforcam as
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estruturas sociais dominantes. Sua critica destaca que a racionalidade técnica se entrelaca com
os interesses do capital e com as formas de dominagao, exigindo, portanto, uma analise situada
historicamente e comprometida com a transformacgao social.

Essas reflexdes contribuem para compreender os dispositivos técnicos nao apenas
como artefatos funcionais, mas como constru¢des sociais marcadas por disputas de poder e
interesses politico-econdomicos. No cenario digital contemporaneo, sistemas baseados em
inteligéncia artificial ndo apenas executam fungdes técnicas, mas também exercem formas de
governanga algoritmica (Silveira, 2021; Ferrari, 2023), como discutido no item 1.6.3. Esses
sistemas condicionam o acesso ao conhecimento, regulam o fluxo de informagoes e interferem
diretamente na organizacdo do trabalho intelectual.

Trata-se da emergéncia do que alguns autores denominam soberania algoritmica,
na qual corporagdes digitais como Google, OpenAl, Meta e Microsoft passam a deter autoridade
epistémica sobre o que se torna visivel, legitimo ou relevante no campo cientifico e educacional.
Essa concentracdo de poder convoca uma abordagem filosofica que, como propde Andrew
Feenberg, reconhece a tecnologia como um campo tensionado por disputas e potencialidades
de resisténcia.

Feenberg (2022) observa que Marcuse (ex-aluno de Heidegger) rompe com a visao
determinista ao afirmar que o desenvolvimento técnico pode ser reorientado para fins
emancipatorios, desde que submetido a uma critica social rigorosa. E nesse horizonte que se
inscreve o construtivismo critico, proposta de Feenberg, que concebe os artefatos técnicos como
passiveis de ressignificacdo pelos sujeitos sociais. Essa perspectiva desafia concepgdes
tecnodeterministas e abre espaco para usos emancipatorios da tecnologia, aspecto central para

refletir sobre o uso assistido da IA na escrita académica.

2.3.1 Perspectivas tedricas para o entendimento da critica

Para compreender o construtivismo critico da tecnologia proposto por Feenberg
(2022), ¢ necessario examinar quatro abordagens teoricas que influenciam sua critica,
especialmente quanto ao grau de autonomia técnica, ao controle humano e a presenga (ou nao)
de valores nos dispositivos técnicos.

Tais abordagens variam conforme a concepc¢do sobre a autonomia técnica e sua
relacdo com a sociedade. Entre elas, destacam-se: a) o instrumentalismo, que concebe os
artefatos técnicos como ferramentas neutras, inteiramente subordinadas a intencao humana; b)

o determinismo tecnologico, que considera o avango técnico como um processo inevitavel,
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auténomo e desvinculado de condicionantes sociais; ¢) o substantivismo, segundo o qual a
tecnologia ndo ¢ apenas um instrumento, mas uma forcga estrutural que molda a sociedade de
maneira irreversivel; d) a teoria critica da tecnologia, formulada no contexto da Escola de
Frankfurt e atualizada por Feenberg, que concebe a técnica como campo de disputa, no qual
distintos grupos sociais podem intervir e ressignificar seu desenvolvimento. Essa tultima
concepcao fundamenta a proposta do construtivismo critico, adotada neste estudo.

Com base em Neder (2013), as quatro abordagens podem ser organizadas em duas
grandes perspectivas: (1) a tecnologia como encadeamento (lock-in) %!, isto é, como trajetoria
técnica que se fecha em torno de determinadas solucdes; e (2) a tecnologia como portadora de

valores, orientada por visdes politicas e sociais dos grupos que a desenvolvem.

2.3.1.1 Perspectivas da tecnologia como encadeamento (/ock-in)

Essa perspectiva compreende os dispositivos técnicos como sistemas fechados, com
trajetorias condicionadas por interesses de mercado e por uma légica de inovacdo continua.
Segundo Neder (2013, p. 8), trata-se de uma “tecnologia-cadeado”, que restringe escolhas
futuras e cristaliza determinados caminhos de desenvolvimento. Esse modelo refor¢a a ideia de
que o progresso técnico seria neutro e inevitavel, frequentemente associado a um regime de
controle exercido por meio de patentes e propriedade intelectual. Essa concepgdo esta
representada em duas abordagens tedricas: o instrumentalismo e o determinismo tecnoldgico.

Para Feenberg (2013a), o instrumentalismo entende os dispositivos como
ferramentas neutras, subordinadas a vontade humana e desprovidas de significados ou valores
proprios. Nessa perspectiva, os dispositivos podem ser usados para fins positivos ou negativos,
dependendo exclusivamente da intencdo de quem os opera. A tecnologia, em si, seria isenta de
implicagdes morais ou politicas. Tal compreensdo leva a uma abordagem pragmatica e
funcionalista, mais centrada na eficiéncia do que nos impactos éticos, politicos ou sociais da
técnica.

Sob essa otica, os dispositivos sdo conjuntos de mecanismos causais que podem ser
mobilizados para qualquer propoésito, a depender da vontade do operador. Como afirma
Feenberg (2013a, p. 56, grifos do autor), ““[...] meio e fins sdo independentes um do outro. Eis

aqui um exemplo bem cru. Na América do Norte dizemos que as armas ndo matam as pessoas,

2! Lock-in (encadeamento ou aprisionamento tecnoldgico) significa que hd um comprometimento com uma
determinada tecnologia que impede ou dificulta mudangas futuras (Dagnino, 2008).
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as pessoas matam as pessoas. Armas sdo um meio independente dos fins agregados a ele pelo
usuario, seja roubar um banco, seja executar a lei.”

Tal exemplo revela uma leitura reducionista do artefato técnico, ao desconsiderar
os valores socialmente atribuidos a arma de fogo: como poder, violéncia, machismo ou
seguranga, conforme o contexto juridico, politico ou cultural em que se insere.

Feenberg (2002) argumenta que essa perspectiva reduz as relagdes sociais a
operagoes técnicas, privilegiando a eficiéncia em detrimento de outros valores €ticos ou sociais.
Com isso, a abordagem instrumentalista se revela limitada para enfrentar as crises geradas pelo
proprio avango técnico, sendo incapaz de lidar com as complexidades e contradi¢des da
sociedade contemporanea.

Por isso, Feenberg (2002) contesta a ideia de neutralidade defendida pelo
instrumentalismo, argumentando que a tecnologia ¢ sempre atravessada por valores sociais e
culturais, ndo podendo ser tratada como mera ferramenta passiva a disposi¢ao do ser humano.
Ele sustenta ainda que os sistemas técnicos refletem relagdes de poder e desigualdades sociais,
tornando-se arenas de disputa entre interesses e valores divergentes. Assim, ndo ¢ possivel
dissociar os artefatos técnicos dos sistemas de valores e das estruturas de poder que os
produzem e utilizam.

A abordagem determinista da tecnologia, assim como o instrumentalismo, sustenta
a ideia de neutralidade tecnologica, baseando-se na industrializacdo como motor inexoravel do
progresso social. No entanto, difere do instrumentalismo ao rejeitar a possibilidade de controle
humano sobre a técnica: nesse caso, ¢ a tecnologia que molda o comportamento social e orienta
as acoes humanas.

Assim, 0 avanco tecnologico seria regido por uma logica autdnoma, desvinculada
da a¢do humana, e considerado inevitavel. De acordo com Feenberg (2013a), essa visao sustenta
que a tecnologia evolui de forma inevitdvel, moldando a sociedade segundo os ideais de
racionalidade, eficiéncia e progresso. A valorizagao irrestrita das for¢as produtivas e do ideal
moderno de avanco tende a refor¢ar o determinismo tecnoldgico, que vé a técnica como forca
reguladora da sociedade, voltada ao cumprimento de metas de desempenho e modernizagao.

Feenberg (2013b) contesta essa concepg¢do e argumenta que as sociedades
tecnologicas, longe de serem inflexiveis, sdo capazes de se adaptar a novos valores e
transformagdes culturais. Nesse sentido, “o determinismo ¢ uma espécie de historia [...], na qual
o final da histdria seria inevitavel desde o seu comeco, ao projetar no passado a logica técnica
abstrata de um objeto acabado da atualidade. Como se esta logica fosse a causa do

desenvolvimento no passado” (Feenberg, 2013b, p. 74).
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O autor também observa que, ao contrario do que pressupde o determinismo, as
estruturas técnicas frequentemente se ajustam a cendrios de escassez, a descobertas de novos
recursos ¢ a emergéncia de valores culturais distintos nos contextos em que sao inseridas. As
limitagdes ao progresso técnico, em vez de impedimentos, podem atuar como catalisadores de
inovagdo, favorecendo a adaptacdo das tecnologias as exigéncias emergentes da sociedade.

Nesse contexto, esse tedrico apresenta o conceito de indeterminismo tecnologico
como contraponto ao determinismo, sustentando que o desenvolvimento técnico ndo segue uma
trajetoria linear, mas pode se desdobrar em multiplas possibilidades. Para ilustrar essa
flexibilidade, o autor recorre ao exemplo da Inglaterra do século XIX, onde o modelo industrial,
inicialmente sustentado pela exploracdo do trabalho infantil e por jornadas exaustivas, foi
gradualmente transformado por meio de lutas sociais e da imposicdo de limites legais as
condi¢cdes de trabalho. Ele argumenta que, nesse cendrio, a tecnologia nao operou de forma
auténoma, mas foi condicionada por pressdes sociais e politicas publicas, demonstrando sua
capacidade de adaptagdo aos contextos sociopoliticos.

No entanto, isso ndo implica adotar uma visdo ingénua da tecnologia, ja que sua
adocdo ndo assegura, por si s, equidade ou transformacao social nas relagdes sociotécnicas.
Ainda que o autor reconheca a adaptabilidade tecnoldgica, ele alerta que isso ndo equivale a
promogao automatica da justica social ou a inclusdo dos grupos subalternizados nos processos
técnicos. Apesar dessas limitagdes, Feenberg propde que a tecnologia seja compreendida como
socialmente relativa, o que abre caminho para criticas mais profundas e praticas

transformadoras orientadas por uma perspectiva democratica.

2.3.1.2 Perspectiva da tecnologia como portadora de valores

Essa perspectiva reconhece explicitamente que a tecnologia ndo ¢ neutra, mas
impregnada de valores sociais, politicos e econdmicos. Seus defensores veem a tecnologia
como uma for¢a estruturante na sociedade, diferentemente da abordagem critica de Feenberg,
que defende sua reconfiguragdo por meio da agdo democratica e da contestacdo social. Essa
vertente € representada, principalmente, pelas abordagens substantivista e critica da tecnologia.

A abordagem substantivista, segundo a classificacdo de Feenberg (2013b), formula
uma critica densa a modernidade e a logica de desenvolvimento tecnologico vigente.
Diferentemente das abordagens instrumentalista e determinista, o substantivismo sustenta que

a tecnologia carrega valores intrinsecos e exerce efeitos estruturais sobre a sociedade.
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De acordo com Neder (2023), a filosofia substantivista da tecnologia teve como
principais expoentes no século XX os pensadores Martin Heidegger e Jacques Ellul. Seus
representantes argumentam que, nas sociedades modernas, a tecnologia exerce impactos
profundos sobre a humanidade e o meio ambiente, frequentemente ocultos por seus objetivos
declarados. Segundo essa concepcao, a tecnologia ultrapassa os valores tradicionais e passa a
moldar culturalmente o modo de vida das pessoas.

Para esses teoricos, a tecnologia compromete a autonomia dos individuos e
enfraquece a diversidade cultural, ao impor padrdoes de vida que geram alienagdo e
desumanizagdo. De acordo com essa abordagem, “[...] nds nos tornamos pouco mais que objetos
da técnica, incorporados em um mecanismo criado por n6s mesmos. Lembrando a frase de
McLuhan [...], a tecnologia nos reduziu a érgdos sexuais das mdquinas” ** (Feenberg, 2013b,
p. 71, grifos do autor).

Essa abordagem retrata os seres humanos como subordinados as maquinas que
criaram, transformando-se em objetos passivos dentro de um sistema tecnicamente estruturado.
Essa vertente enfatiza os efeitos adversos da tecnologia, destacando que seu uso afeta
significativamente a vida humana e ambiental, muitas vezes de forma velada, além de
influenciar profundamente o cotidiano e os estilos de vida. Um exemplo contemporaneo que

ilustra essa perspectiva € o modelo de alimentacdo baseado em fast food:

A unidade da familia, ritualmente reafirmada a todo anoitecer, ndo mais encontra um
l6cus de expressdo hoje em dia. [...] o crescimento da fast food ‘causa’ o declinio da
familia tradicional para que se acredite que ha uma conexao significativa entre esses
dois fatos. Ao simplificar o acesso pessoal ao alimento, afastam-se as pessoas que
deixam de precisar de rituais para sua interagdo cotidiana em torno das necessidades
da vida diaria. (Feenberg, 2013e, p. 217, grifos do autor).

A logica do fast food, ao simplificar a alimentacdo a um processo funcional de
ingestao de nutrientes, exemplifica uma racionalidade técnica centrada na otimizacdo do tempo,
caracteristica frequentemente associada a perspectiva instrumentalista. Tal modelo ignora os
vinculos culturais e sociais do ato de comer, substituindo rituais comunitarios por dindmicas de

consumo acelerado.

22 Marshall McLuhan (1911-1980) foi um filoésofo, professor e tedrico da comunicacdo canadense, amplamente
reconhecido por suas ideias inovadoras sobre a midia e a tecnologia. Para ele, “6rgdos sexuais das maquinas”
simbolizam que os humanos se tornaram elementos essenciais para a "reprodugdo" e perpetuacdo das maquinas
(Feenberg, 2013b). Essa expressao reflete sua visdo critica de que as tecnologias, em vez de servirem apenas como
ferramentas neutras para os humanos, acabam moldando e, em alguns casos, controlando a maneira como vivemos
e nos relacionamos com o mundo.
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Nesse sentido, Heidegger (2007) contrapde a abordagem tecnocientifica moderna a
pratica artesanal da Grécia Antiga, ressaltando que cada uma revela a verdade de modo distinto.
Para os gregos, a técnica (techné) era compreendida como uma forma de poiesis, um gesto
simbolico que permitia ao artesdo revelar a esséncia dos materiais, em consonancia com a
natureza. Em contraste, a técnica moderna, segundo Heidegger, estd marcada pelo
enquadramento (Gestell), um modo de revelar que transforma o mundo em um mero recurso
disponivel, manipulado conforme finalidades utilitarias.

Tal perspectiva instrumental acaba por obscurecer a esséncia do ser, afastando o
humano da natureza e rompendo a conexdo simbdlica entre técnica e verdade. Contudo, sua
critica, de carater altamente abstrato, oferece poucas alternativas praticas. Heidegger chega a
sugerir uma espécie de retirada espiritual como solucdo para o impasse tecnologico,
considerada idealista e inviavel, conforme indica a conhecida frase: “apenas um deus pode nos
salvar” (Heidegger, 2009, p. 30).

Feenberg (2013a) contesta a postura fatalista de Heidegger e, ainda que reconheca
a presenca de valores nos processos técnicos, recusa a visdo essencialista que enxerga a
modernidade como promotora de uma unica forma de relagdo com o mundo. Para ele, os
sistemas tecnoldgicos ndo sdo autdnomos nem imutaveis, mas socialmente construidos e,
portanto, sujeitos a reorientacdo. Enquanto Heidegger aposta numa transformagdo do
pensamento como Unica via de ruptura, propondo uma solugdo transcendental, Feenberg
defende a participacdo democratica como caminho concreto para reconfigurar os rumos da
inovagdo. Com isso, desloca o debate da inevitabilidade para a possibilidade de mudanga,
destacando as agdes politicas e sociais como vias para um futuro mais inclusivo.

A abordagem critica da tecnologia, por sua vez, tem origem na tradi¢do da Teoria
Critica da Escola de Frankfurt, formulada no inicio do século XX. Inspirada em autores como
Adorno, Horkheimer e Marcuse, essa abordagem critica a racionalidade instrumental, que,
conforme Neder (2013), corresponde a tendéncia da técnica moderna de se tornar um fim em si
mesma, submetendo valores humanos a 16gica da eficiéncia e do controle.

Feenberg (2013c) contesta a no¢ao de que os usudrios ocupam apenas o lugar de
consumidores passivos diante dos artefatos tecnologicos. Segundo Veak (2013), ele propde que
0s usuarios possuem a capacidade de redefinir, adaptar e transformar a tecnologia segundo suas
necessidades, revelando que a relagcdo entre humanos e artefatos ¢ dindmica e pode ultrapassar
as intengdes originais de seus criadores. Essa dimensao dindmica torna a tecnologia um campo
de disputa, no qual valores sociais, culturais e politicos moldam e sdo moldados por seu

desenvolvimento.
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Feenberg (2013d), no entanto, avanga para além das criticas da Escola de Frankfurt
ao propor um modelo tedrico que reconhece a agéncia dos usudrios e sua capacidade de
reapropriacao da tecnologia. A teoria por ele proposta, denominada construtivismo critico,
desloca o foco da tecnologia como estrutura impositiva para uma concep¢ao mais dinamica, na
qual diferentes grupos sociais podem contestar e redirecionar seus caminhos. A seguir,
exploramos essa abordagem, destacando seu potencial democratizante e sua valorizagdo do

protagonismo dos sujeitos na configuragdo das tecnologias.

2.3.2 O construtivismo critico e o protagonismo dos usuarios na apropriacio da tecnologia

Em oposicdo ao determinismo tecnolégico, que concebe o desenvolvimento técnico
como inevitavel e autdbnomo, o construtivismo critico defende que a tecnologia ¢ socialmente
construida, podendo ser contestada e reconfigurada pelos sujeitos. Essa critica ganha especial
relevancia no cendrio contemporaneo, caracterizado pelo dominio crescente de grandes
corporacdes tecnologicas sobre os rumos da inovagdo, da producdo de conhecimento e das
formas de vida.

Esse dominio, entendido como forma de soberania algoritmica, configura uma
atualiza¢do do determinismo tecnoldgico, ao naturalizar os produtos e decisdes de empresas
como Google, OpenAl e Meta como inevitaveis. Em contraste, o construtivismo critico desafia
essa logica, ao abrir espaco para a democratizacdo dos processos técnicos e a valorizagdo da
participagdo ativa dos usudrios na ressignificagdo das tecnologias.

A partir dos anos 1980, Feenberg propds uma renovacao da teoria critica da
tecnologia, questionando a ideia de que os sistemas técnicos operam de forma auténoma e
seguem um curso inalteravel. Como afirma Dagnino (2013, p. 40), sua obra “ajuda a entender
por que o conhecimento cientifico e tecnologico tal como hoje existe ndo ¢ capaz de promover
um estilo de desenvolvimento que proporcione maior equidade econdmica, justi¢a social e
sustentabilidade ambiental [...]”.

Assim, desenvolveu o construtivismo critico da tecnologia, uma teoria que rejeita
a concepcao da técnica como um sistema autossuficiente e de trajetdria predeterminada. Para
esse autor, a tecnologia ¢ socialmente construida e passivel de reapropriacdo, podendo ser
orientada por diferentes valores e interesses. seu pensamento foi influenciado por Heidegger,
de quem retoma a nogao de que a tecnologia molda nossa relacdo com o mundo, e por Marcuse,
de quem herda a énfase na articulagdo da técnica com as estruturas de poder. No entanto,

Feenberg (2022) se afasta do determinismo de Heidegger e do pessimismo marcusiano ao
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afirmar que a participag@o democratica ¢ capaz de transformar os rumos da inovacao técnica.
Ele também sustenta que a tecnologia ndo ¢ intrinsecamente boa ou ma: seus efeitos sociais
dependem de como ¢ projetada, implementada e utilizada.

De Marcuse, herda a critica as relagdes de poder inscritas na tecnologia, mas propde
uma via intermediaria: enquanto Heidegger privilegia a esséncia da técnica, Marcuse privilegia
sua fun¢do ideologica, e Feenberg (2022) aposta na possibilidade de democratizar e redirecionar
os rumos do desenvolvimento tecnoldgico. Nesse sentido, introduz o conceito de racionalizagao
democratica da tecnologia, que busca integrar valores humanisticos € democraticos ao
desenvolvimento técnico. Tal racionalidade permite ampliar a participacdo popular na
configuragdo dos artefatos, articulando funcionalidade e significados sociais em uma dimensao
que o autor denomina bidimensionalidade.

No campo académico, essa abordagem oferece importantes subsidios para refletir
sobre a apropriacdo da inteligéncia artificial generativa na producao cientifica, ampliando o
debate acerca dos impactos dos modelos de linguagem (LLMs) e de suas implicagdes éticas e

formativas.

2.3.2.1 A bidimensionalidade tecnologica

O construtivismo critico da tecnologia introduz a no¢ao de bidimensionalidade
tecnologica, segundo a qual todo artefato técnico articula, de forma inseparavel, funcgio
instrumental e significados sociais. Essa perspectiva se opde as concepgdes deterministas e
instrumentalistas, que tratam a tecnologia como uma ferramenta neutra e funcional,
desconsiderando os valores e relagdes de poder implicados em seu uso.

Para Feenberg (2022), a dimensdo instrumental da tecnologia refere-se a sua
eficdcia técnica e operacional, enquanto a dimensdo social contempla os valores culturais,
politicos e simbolicos que moldam sua concepg¢do, implementacao e apropriacao. Todo avanco
técnico, portanto, carrega consigo implicagdes sociais que nao sao externas, mas constitutivas
do processo tecnoldgico.

Ao reconhecer essa dupla natureza, o construtivismo critico rompe com a ideia de
neutralidade e propde que a tecnologia, longe de ser estatica, constitui um campo em disputa.
Seu potencial pode ser direcionado tanto para a dominagdo quanto para a emancipacao, a
depender das escolhas feitas por diferentes grupos sociais. Como afirma Feenberg (1999, p.

76), “existem meios de racionalizar a sociedade que democratizam o controle, ao invés de
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centraliza-lo”, o que exige repensar a organizacdo e a apropriacdo dos sistemas técnicos de
forma mais participativa.

Como destaca Veak (2013), as sociedades contemporaneas concentram poder em
grandes organizagdes tecnoldgicas, cujos projetos institucionais tendem a excluir os cidadaos
da participacdo politica efetiva. Ainda assim, a perspectiva do construtivismo critico € otimista:
acredita que a racionalizagdo democratica pode tensionar o poder estabelecido, especialmente
quando os proprios agentes envolvidos nas praticas tecnologicas passam a identificar e explorar
alternativas suprimidas pela racionalidade dominante.

Para fundamentar essa possibilidade, Feenberg (2013c; 2022) desenvolve conceitos
como codigo técnico e instrumentaliza¢des primdria e secundaria, que evidenciam os conflitos
e escolhas presentes no design dos sistemas tecnoldgicos. Tais conceitos revelam que a
inovagdo técnica nao ¢ neutra, mas permeada por decisdes politicas, abrindo espaco para
disputas que podem favorecer uma transformagdo social orientada por valores de equidade,

participagdo e justica.

2.3.2.2 O cédigo técnico

O conceito de codigo técnico, desenvolvido por Feenberg (2013c), ultrapassa a
ideia de um conjunto neutro de especificagdes funcionais. Ele incorpora valores sociais,
econdmicos e culturais que moldam o modo como determinada tecnologia serd concebida,
utilizada e legitimada em uma sociedade.

Um exemplo ilustrativo citado pelo autor ¢ a evolugdo do automoével. Seu
desenvolvimento foi orientado por escolhas que privilegiaram velocidade, poténcia e
desempenho, em detrimento de aspectos como sustentabilidade ambiental e reorganizagdo
urbana. Essas decisdes técnicas refletem um codigo embutido com os interesses da industria
automobilistica e dos padrdoes de consumo da época. Assim, a ampla disseminacdo dos
automoveis contribuiu para problemas como a poluicao, a dependéncia de combustiveis fosseis
e o enfraquecimento da mobilidade coletiva.

Feenberg (2013c) argumenta que esse codigo técnico pode ser transformado. Ao
incorporar novos valores como acessibilidade, preservacdo ambiental e inclusdo social, torna-
se possivel reconfigurar os proprios artefatos e sistemas técnicos, como o de transporte urbano,
em direcdo a alternativas mais justas e sustentaveis.

Um exemplo concreto de alteragdo no codigo técnico € o rodizio de veiculos em

centros urbanos, medida adotada para mitigar impactos socioambientais como a polui¢do € o
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congestionamento. Essa politica publica impde limites ao uso indiscriminado do automovel e
revela uma inflexdo normativa que incorpora preocupagdes coletivas ao uso da tecnologia de
transporte.

Sob essa perspectiva, o codigo técnico deixa de operar apenas com base em critérios
de eficiéncia individual e passa a integrar valores democraticos e sociais. Isso demonstra que o
desenvolvimento tecnologico pode, e deve, ser reorientado para atender a demandas de justica
ambiental, inclusdo e qualidade de vida. Ao invés de aceitar o automovel como simbolo
imutavel de progresso, o foco se desloca para sua ressignificacdo a partir de escolhas politicas

que expressem novos pactos sociais.

[...] aberta a caixa-preta dos codigos técnicos. O que equivale a colocar em pratica
perguntas como: por que usar agrotoxico, se hé outra tecnologia melhor? Se a resposta
¢ o preco mais baixo ou a rentabilidade assegurada pelo modelo economico, entdo
certamente ha bloqueios ndo-tecnologicos 8 mudancga do agrotoxico para a adubagao
verde sem quimica, de base agroecologica (Neder, 2013, p. 15, grifo da autora).

Assim, torna-se viavel explicitar os interesses que orientam determinadas
tecnologias e reconfigura-las em favor da justica social e da participagdo democratica. Para isso,
¢ necessario estabelecer mecanismos de regulacao social capazes de transformar ou até eliminar
tecnologias nocivas, ainda que economicamente rentdveis. Isso exige uma filosofia que
compreenda como os sujeitos sdo moldados pelas tecnologias nas multiplas interagdes com o
ambiente social e natural.

Os codigos técnicos, portanto, estdo longe de ser neutros ou meramente funcionais:
atuam como dispositivos de regulagdo social que influenciam o uso das tecnologias e os modos
de vida por elas promovidos ou restringidos. Essa concepcao dialoga com a formulacdo de

Lessig (1999), para quem “the code is law*®

, ao destacar que os codigos digitais e algoritmicos
operam como formas normativas capazes de definir comportamentos e acessos no mundo
contemporaneo. Assim como os cddigos técnicos descritos por Feenberg, os sistemas
computacionais moldam praticas sociais e epistémicas, especialmente quando controlados por
grandes corporagdes. Abrir essas ‘“‘caixas-pretas” e disputar seus significados ¢ uma tarefa
urgente para a promoc¢ao da justica social, da transparéncia e da participagao democratica nos

campos tecnologico e educacional.

20 codigo é a lei.
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2.3.2.3 O conceito de instrumentalizacio

Feenberg (2013e) concebe a tecnologia como um processo social atravessado por
disputas simbolicas e estruturado por relagdes de poder. Ao rejeitar a visdo funcionalista da
técnica, propde o conceito de instrumentalizagdo, distinguindo dois niveis interdependentes: o
primério, voltado a eficiéncia operacional dos artefatos; e o secundario, relacionado a forma
como esses artefatos sdo apropriados, ressignificados e disputados em seus contextos
socioculturais.

A instrumentalizagdo primaria refere-se a dimensdo técnico-funcional da
tecnologia, orientada a realizac¢do objetiva de tarefas, como no caso do smartphone, que permite
chamadas, envio de mensagens e navegacdo na internet, acdes regidas por logicas de
desempenho, conectividade e consumo. Embora indispensavel, essa dimensdo ¢ insuficiente
para explicar os efeitos mais amplos da técnica na vida social.

E na instrumentalizagdo secundéria que emergem os conflitos e as possibilidades
de reapropriagdo critica. Nessa camada, os artefatos deixam de ser apenas dispositivos
funcionais e passam a expressar valores, expectativas e formas de vida. Os proprios
smartphones, além de suas funcionalidades técnicas, tornaram-se simbolos de conectividade
constante, fluxo informacional imediato e vigilancia algoritmica, reconfigurando a experiéncia
do tempo, da privacidade e das relagdes interpessoais. Ao mesmo tempo, esses dispositivos
podem ser mobilizados para fins emancipatorios, como a denuncia de abusos, a articulacdo de
lutas sociais e a producdo de narrativas dissidentes, evidenciando sua ambivaléncia.

Esse tipo de instrumentalizacdo revela que as tecnologias ndo apenas exercem
fungdes operacionais, mas também organizam sentidos, refor¢am ideologias e se prestam a
apropriacao por outros projetos de sociedade. Compreender essas dinamicas ¢ fundamental para
tensionar os rumos do desenvolvimento técnico, orientando-o por valores democraticos e
compromissos com a justica social. O impacto de uma tecnologia, portanto, ndo reside apenas
em sua concepcao técnica, mas depende do modo como ela € integrada as praticas sociais e as
disputas politicas que atravessam sua circulagao.

A luz desses conceitos, o construtivismo critico da tecnologia configura-se como
um referencial robusto para problematizar as relagdes entre técnica, poder e participagdo. Ao
formular categorias como bidimensionalidade, cddigo técnico e instrumentalizacao, Feenberg
desloca o olhar sobre a tecnologia, reconhecendo-a como um campo de disputa sujeito a

reapropriacdo coletiva e a transformacao social.
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2.4 O capital tecnologico-informacional no contexto dos textos hibridos

A nogao de capital tecnologico-informacional decorre de releituras contemporaneas
das categorias de capital formuladas por Pierre Bourdieu (1987, 1998, 2011), especialmente o
capital cultural e o capital social. O autor francés propds que, além do capital econdmico, 0s
individuos dispdem de outros tipos de capital que influenciam sua posi¢ao na estrutura social.
O capital social refere-se aos recursos e vantagens obtidos por meio das redes de relagdes
interpessoais, enquanto o capital cultural diz respeito ao conjunto de saberes, competéncias e
disposi¢des adquiridas ao longo da trajetéria de vida, incluindo a formagao educacional formal
e os modos de agir e interagir na vida cotidiana.

A partir dessas formulagdes, autores como Freitas (2002, 2004), Castro (2022) e
Bocic e Galassi (2017) desenvolveram o conceito de capital tecnoldgico-informacional,
compreendendo-o como um conjunto de recursos simbolicos, cognitivos e instrumentais
vinculados ao dominio e ao acesso as tecnologias da informacdo e comunicagdo em uma
sociedade digital, em rede e baseada no conhecimento.

Assim como os demais tipos de capital, o capital tecnolégico-informacional atua
como forma de poder, conferindo vantagens competitivas aqueles que detém maior capacidade
de acessar, interpretar e utilizar informagdes de modo estratégico. Em contextos sociais,
econdmicos e educacionais crescentemente mediados por tecnologias digitais, esse capital
torna-se decisivo para a mobilidade social, a inser¢do profissional e o reconhecimento
simbdlico.

Por conseguinte, a produtividade na era contempordnea esta estreitamente
relacionada a capacidade de gerar, processar e aplicar informagdes fundamentadas em
conhecimentos. Para Castells (2023), essa transformacao estrutural assinala a transicdo de um
modelo de capitalismo industrial para um capitalismo informacional, no qual o valor econdmico
passa a ser produzido e sustentado pela manipulagdo eficiente da informagao.

Essa perspectiva ¢ refor¢ada por Castro (2022), ao destacar que as tecnologias da
informa¢do desempenham um papel central na dinamica social atual. Nessa ldgica, torna-se
invidvel compreender as novas formas de poder sem considerar o capital tecnologico-
informacional, uma vez que ele opera como mecanismo de distingdo e de desigualdade. O
dominio das tecnologias e a capacidade de acessar e utilizar informagdes estratégicas conferem

vantagens competitivas, simbolicas e sociais aos individuos em diversos campos de atuagao.
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A tecnologia, portanto, estabelece uma relagdo mutua com o fluxo informacional:
ao mesmo tempo que possibilita o acimulo e a circulagdo de dados, ¢ também moldada por esse
excesso informacional, tornando-se um vetor essencial para o funcionamento das sociedades
em rede. Para Freitas (2004), a gestao eficiente das informacdes disponiveis constitui um
elemento estratégico para maximizar lucros, produtividade e influéncia, situando a tecnologia
no nucleo das novas formas de capital e das dindmicas econdmicas contemporaneas.

Nesse horizonte, os usuarios deixam de ser agentes subordinados ao aparato técnico
e assumem o protagonismo na ressignificacdo dos artefatos. No contexto académico, marcado
pela difusdo de ferramentas de inteligéncia artificial generativa na escrita de textos hibridos,
essa perspectiva revela-se estratégica para desnaturalizar os sistemas técnicos e interrogar as

estruturas de valor, legitimidade e autoridade cientifica que se projetam sobre eles.

2.4.1 Componentes e dimensoes do capital tecnolégico-informacional

Neste trabalho, adotamos o conceito de capital tecnolégico-informacional tal como
formulado por Bocic e Galassi (2017), que o definem a partir de quatro dimensdes
interdependentes: capacidade financeira, capacidade técnica, capacidade intelectual e
capacidade de aplicagdo social. Essas dimensdes expressam os multiplos recursos necessarios
para o acesso qualificado a informagdo e para a apropriagdo critica das tecnologias digitais no
contexto contemporaneo.

A esse entendimento, soma-se a contribuicao de Freitas (2004), ao enfatizar que a

mobilizacao do capital informacional requer:

[...] um conjunto de disposigdes adquiridas, constituido por trés elementos basicos:
conhecimento especifico, aparato material necessario para por em pratica tal
conhecimento apreendido e condigdes sociais, educacionais e culturais que permitam
a aquisi¢a@o desse saber para lidar com as novas tecnologias da informagao e construir
o ciberespago (Freitas, 2004, p. 119).

A partir desses aportes, entendemos que o capital tecnoldgico-informacional ndo se
restringe ao simples acesso fisico as tecnologias. Ele envolve, sobretudo, disposi¢des
cognitivas, sociais e técnicas que possibilitam o uso ético, autonomo e transformador da
informagdo na vida cotidiana. Trata-se, portanto, de um recurso estruturante para a participacao
critica e emancipatoria dos sujeitos na sociedade digital.

Cada uma das dimensdes descritas por Bocic e Galassi (2017) contribui para a

constituicdo do capital informacional, articulando aquisi¢do, processamento e aplicacdo
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significativa do conhecimento. A seguir, detalharemos cada uma dessas dimensoes, com énfase
em suas implica¢des para a inclusdo digital e para a producdo do conhecimento cientifico.

A capacidade financeira refere-se aos recursos economicos necessarios para acessar
e utilizar tecnologias de informag¢do e comunicagao. Trata-se de um componente essencial do
capital tecnologico-informacional, pois a aquisicdo de dispositivos como computadores e
smartphones, bem como a contratagdo de servigos de internet de qualidade, requer investimento
financeiro. Sem esses recursos, o acesso ao mundo digital e, por consequéncia, a informagao
torna-se restrito, reforgcando desigualdades ja existentes.

A dimensao técnica, por sua vez, diz respeito ao dominio pratico e operacional das
tecnologias digitais. Nao basta possuir equipamentos tecnoldgicos: € necessario saber utiliza-
los de forma eficiente. Isso inclui desde habilidades basicas, como o uso de processadores de
texto e navegadores, até competéncias mais especificas, como a utilizacdo de ferramentas
colaborativas ou aplicativos académicos. Essa dimensdo ¢ imprescindivel para que o sujeito
consiga se apropriar criticamente da tecnologia e utilizé-la de forma proveitosa no cotidiano.

No campo intelectual, o capital informacional abrange a capacidade de
compreender, interpretar ¢ avaliar criticamente as informagdes disponiveis. Envolve, entre
outras competéncias, a alfabetizacdo digital, a capacidade de verificar a veracidade das fontes
e de aplicar o conhecimento de maneira significativa. Essa dimensao nao se limita ao consumo
passivo de dados, mas pressupde a criagdo ativa de conteudos, colaborando para a construgao
de uma cultura informacional mais critica e democrética.

Por fim, a dimensdo de aplicagcdo social refere-se a habilidade de mobilizar a
informacdo em situacdes concretas da vida cotidiana, como na atuagdo profissional, na
participagdo politica, na vivéncia académica ou no exercicio da cidadania digital. Para Bocic e
Galassi (2017), essa € a dimensdo que dé sentido as demais, pois conecta o acesso, 0 dominio
técnico e a compreensdo critica da informac¢do a sua efetiva utilizacdo na transformacio da
realidade. Nessa perspectiva, a inclusao digital plena sé se concretiza quando o conhecimento
¢ convertido em acdo emancipatoria.

Na pratica, essas dimensdes se concretizam de formas diversas. A capacidade
financeira se expressa no investimento em infraestrutura digital e equipamentos tecnolédgicos;
a dimensao técnica se revela na formacao para o uso eficiente dessas ferramentas; a dimensao
intelectual se traduz na promogado da alfabetizagdo digital critica; e a dimensdo de aplicacao
social se expressa na habilidade de transformar a informagdo em acdo concreta no cotidiano.
Em conjunto, essas dimensdes constituem a base de um capital informacional robusto,

indispensavel a inclusao digital e a participagao cidada.
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2.4.2 Implicacdes do capital tecnologico-informacional na inclusdo digital na pesquisa

académica

A inclusdo digital refere-se a capacidade de todos os individuos participarem, de
forma plena, na sociedade digital, o que exige ndo apenas o acesso as tecnologias da
informacao, mas também o desenvolvimento de habilidades e posturas criticas para utiliza-las
com autonomia. Os componentes do capital tecnoldgico-informacional asseguram que esse
acesso nao se limite ao plano material, mas inclua também competéncias técnicas, intelectuais
e sociais para o uso significativo da tecnologia.

Nesse contexto, promover a inclusdo digital significa enfrentar desigualdades
estruturais e ampliar a equidade no acesso ao conhecimento e as oportunidades. Individuos com
elevado capital tecnologico-informacional tendem a acessar com mais facilidade espagos
educacionais, profissionais e de participacdo civica. Como observa Freitas (2002), essa
condigdo favorece contribuigdes mais efetivas para a inovagao e o desenvolvimento econdmico.

Para Castro (2022), a democratizacdo do conhecimento e a integracdo social
dependem diretamente da capacidade dos sujeitos de acessar, interpretar e aplicar informagdes
com eficadcia. Em uma sociedade na qual a informacdo se tornou um recurso estratégico, o
capital tecnologico-informacional configura-se como uma condi¢do imprescindivel a inclusao
digital critica, especialmente no campo da pesquisa académica. Essa perspectiva reforca a
necessidade de politicas formativas e de investimento em infraestrutura que permitam a
participagdo efetiva de pesquisadores de diferentes contextos sociais na producdo do
conhecimento cientifico.

Freitas (2004) observa que a exclusdo digital segue associada a desigualdades
socioecondmicas que operam como entraves estruturais a participacdo plena na sociedade
informacional. A auséncia de acesso adequado a tecnologia ou de competéncias para seu uso
eficaz coloca individuos e grupos em condicdo de desvantagem, perpetuando ciclos de
marginaliza¢do que limitam o avango social, cientifico e educacional.

Nessa perspectiva, o capital tecnologico-informacional assume papel estratégico na
Pos-Graduagao Stricto Sensu, ao viabilizar a produgdo e o compartilhamento qualificado do
conhecimento. Como destaca Castro (2022), estudantes e pesquisadores que dispdem desse
capital tém melhores condigdes de desenvolver pesquisas consistentes e contribuir, de forma

mais expressiva, para o avango da ciéncia.
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Manuel Castells (2023), ao analisar a sociedade em rede, ressalta a centralidade da
informacdo e das tecnologias digitais na estruturacdo das relagdes sociais e econOmicas
contemporaneas. O autor argumenta que, na era digital, a capacidade de gerar, processar e
aplicar informagdes interfere diretamente nas dinamicas de poder entre os sujeitos. Nesse
cenario, o capital tecnologico-informacional torna-se um elemento estratégico para a inclusao
e a mobilidade social, uma vez que o dominio sobre as tecnologias digitais e as informagdes
nelas veiculadas configura-se como uma forma de capital simbolico e competitivo.

A familiaridade com esses recursos, portanto, confere vantagens significativas aos
individuos nas sociedades tecnoldgicas. A centralidade das redes digitais na producdo e
circulagdo do conhecimento redefine os critérios de participagdo social, estabelecendo novas
formas de inclusdo e exclusdo. Assim, a alfabetizacdo tecnologica passa a ser condi¢do para
uma cidadania plena, critica e atuante.

Freitas (2004) destaca que politicas publicas e praticas pedagdgicas inclusivas sao
fundamentais para garantir que todos os sujeitos tenham acesso as condi¢des minimas de
insercdo na era digital. A auséncia dessas iniciativas tende a acirrar desigualdades ja existentes,
perpetuando ciclos de marginalizacdo e limitando o potencial de inovagdo, especialmente no
campo da pesquisa cientifica.

Investir no fortalecimento do capital tecnoldgico-informacional, nesse contexto,
significa ampliar as condi¢des materiais e simbolicas para o uso qualificado da informacao. Isso
inclui desde a oferta de infraestrutura tecnologica até a implementagdo de programas
educacionais voltados a formacgdo critica para o uso das ferramentas digitais. A educacao,
portanto, ocupa um lugar central nesse processo, ao preparar sujeitos capazes de atuar em uma
sociedade informacional, reconfigurando ndo apenas os modos de aprender, mas também os
modos de produzir e compartilhar conhecimento.

Além do papel formativo da educacdo basica, ¢ fundamental reconhecer a
responsabilidade das instituigdes académicas e de pesquisa na promogao de uma inclusdo digital
efetiva. Cabe a elas liderar agdes que assegurem a todos os seus membros, independentemente
de sua origem socioecondmica, condi¢cdes equitativas de acesso as tecnologias e aos recursos
informacionais indispensaveis para o desenvolvimento de competéncias digitais, técnicas e
epistémicas. Isso abrange desde o acesso a bibliotecas digitais e bases de dados académicas até
a oferta de formagdo continuada sobre o uso critico e ético das tecnologias na producao do
conhecimento.

Nesse sentido, a cooperacao entre universidades, governos e o setor privado pode

\

contribuir para a consolidacdo de um ecossistema de suporte robusto a inclusdo digital,
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articulando investimentos em infraestrutura, formag¢do e democratizagdo do conhecimento.
Freitas (2002) destaca que ha uma relacdo direta entre o acumulo de capital tecnoldgico-
informacional e o aumento das possibilidades de inclusdo social, tanto em nivel individual
quanto coletivo. A discussdao desse conceito no campo da pesquisa permite identificar
desigualdades concretas que afetam grupos sociais e regioes especificas, o que pode orientar o
desenvolvimento de politicas publicas mais eficazes na promog¢ao da equidade.

No caso das universidades brasileiras, essas desigualdades se expressam, por
exemplo, na caréncia de recursos materiais e de infraestrutura em determinadas instituigdes, o
que demanda a elaboragdo de projetos voltados a superacdo dessas lacunas. Freitas também
aponta que muitas vezes as defasagens estdo associadas a formagdo educacional e cultural do
corpo docente e discente, o que exige politicas de formagdo mais consistentes, voltadas a
construcdo de uma cultura digital critica.

Dessa forma, uma compreensdo mais aprofundada da influéncia do capital
tecnologico-informacional no processo de inclusdo digital torna-se estratégica para o
aprimoramento das politicas académicas, contribuindo para uma justica social mais ampla. No
contexto da Pos-Graduacdo, isso implica repensar ndo apenas o acesso as tecnologias, mas
também os processos de formagao, orientacdo e avaliacao da produgdo cientifica, especialmente
diante da emergéncia de novas praticas como a escrita hibrida mediada por inteligéncia
artificial.

Nessa perspectiva, 0 modo como os sujeitos se apropriam do capital tecnologico-
informacional interfere diretamente na forma como acessam, avaliam e aplicam informagdes,
repercutindo na promog¢do da equidade e na democratizacdo do conhecimento. No campo
educacional, esse processo esta intrinsecamente relacionado a formacao docente, tanto inicial
quanto continuada. E por meio de uma atuacio critica e qualificada dos professores que se
consolidam praticas pedagogicas capazes de ampliar o acesso as tecnologias e de fomentar uma
cultura digital voltada para a inclusdo, a autonomia e a autoria intelectual.

Como afirma Freitas (2004), o dominio desse tipo de capital exige mais do que o
acesso fisico as tecnologias: requer também uma sélida formacao educacional e cultural, capaz
de preparar os sujeitos para se apropriarem criticamente dos recursos digitais € superarem as
barreiras estruturais que dificultam a inclusdo. Sob essa Otica, os cursos de formagao,
especialmente a Pos-Graduacao Stricto Sensu, lugar central deste estudo, devem promover
experiéncias curriculares que preparem os pesquisadores para os desafios da intensificacdo
tecnoldgica, reconhecendo o capital tecnologico-informacional como um recurso estratégico

que atravessa, de forma cada vez mais incisiva, os espacos académicos.
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Dessa forma, esse capital nao apenas favorece a inclusao digital, mas também opera
como vetor de democratizacdo do acesso a pesquisa, a producao de conhecimento e ao exercicio
da cidadania informacional. Contudo, para que essa inclusao se concretize de modo equitativo
e estruturado, torna-se imprescindivel compreender os marcos legais que a reconhecem como

direito social e civil, bem como as implicagdes institucionais decorrentes de sua normatizagao.

2.5 A inclusao digital e o letramento midiitico como direitos civis e compromissos

institucionais

A inclusdo digital e o letramento midiatico, longe de se reduzirem a competéncias
técnicas, devem ser reconhecidos como direitos civis fundamentais nas sociedades
contemporaneas. Essa concep¢do vem sendo reafirmada no ordenamento juridico brasileiro por
meio de normativas que reconhecem o acesso as tecnologias digitais e a informagao critica
como condi¢des essenciais ao exercicio pleno da cidadania. A Lei n® 12.965/2014, conhecida
como Marco Civil da Internet, refor¢a esse compromisso. Em seu artigo 3°, estabelece
principios como liberdade de expressdo, neutralidade da rede e participagdo social, e, no artigo
7°, afirma que “o acesso a internet ¢ essencial ao exercicio da cidadania” (Brasil, 2014).

No entanto, apesar de seu alcance normativo, o Marco Civil revela-se limitado
diante da logica contemporanea das plataformas digitais, caracterizada pela concentragao de
poder, opacidade algoritmica e interesses comerciais. Como adverte Evangelista (2025, s.p.),
“talvez estejamos vivendo um dos piores momentos da relag@o entre as tecnologias digitais e a
democracia”. Para ele, a estrutura algoritmica que organiza os fluxos informacionais
compromete o debate publico e a pluralidade, ao privilegiar o engajamento e a monetizacao em
detrimento da qualidade informacional. Isso exige politicas de mediagao critica € mecanismos
de regulacdo institucional capazes de enfrentar os riscos da curadoria algoritmica e da
desinformacao.

Ainda que formulada em outro contexto politico, a criacdo da Politica Nacional de
Educacao Digital (PNED), instituida pela Lei n° 14.533 de 2023, est4d em consonancia com 0s
principios de acesso e inclusdo previstos no Marco Civil da Internet. Representa um avango
normativo ao integrar a formagdo digital aos curriculos de todos os niveis educacionais.
Estruturada em quatro eixos principais, inclusao digital, educacao digital nas escolas, formagao
de professores e incentivo a pesquisa, a PNED reafirma o letramento mididtico como dimensao

relevante da justica educacional e da formacao cidada.
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Contudo, como apontam Seki e Venco (2023), seu impacto depende da superacao
de limites estruturais e ideologicos. A proposta tende a reforcar uma logica de adaptagdo da
educagdo as demandas do mercado, com reduzido enfrentamento das desigualdades historicas
da educacao brasileira. Além disso, a auséncia de financiamento garantido e a forte presenga de
parcerias com o setor privado sugerem que a PNED pode favorecer a transferéncia de recursos
publicos a industria de tecnologias educacionais.

Embora constitua um marco legal relevante, enfrenta o desafio de se concretizar de
forma critica e alinhada aos principios da justi¢a social. Ao tratar professores como operadores
de plataformas e ndo como sujeitos pedagogicos centrais, corre o risco de esvaziar a dimensao
formativa da docéncia e de reduzir a educagdo digital a um treinamento técnico, desvinculado
da formacao humana integral e da democratizacdo do conhecimento.

A mobilizagdo institucional insere-se em um movimento mais amplo de
regulamentacao que vem se consolidando nos ambitos global e nacional. Periddicos cientificos,
associagdes académicas, editoras, universidades e organismos multilaterais, como a ONU ¢ a
Unido Europeia, que ja divulgaram principios e recomendagdes voltados ao uso responsavel da
inteligéncia artificial generativa.

Nesse contexto, as diretrizes da Unesco (2024) sobre o uso ético e inclusivo dessas
tecnologias na educagdo reafirmam o letramento midiatico e informacional como um direito
humano fundamental. Tais diretrizes convocam as instituicdes de educacdo superior a
garantirem o acesso equitativo as ferramentas digitais e a promoverem o desenvolvimento de
competéncias criticas, sobretudo na Pds-Graduacao, onde a producdo do conhecimento exige
habilidades avancadas de busca, selecdo, interpretacdo e recontextualizacao de informacdes.

Essa responsabilizagao institucional vem se fortalecendo em diversas universidades
publicas e confessionais, que tém instituido codigos de conduta, guias orientadores e politicas
internas para normatizar o uso de ferramentas generativas no ensino e na pesquisa. Essas
medidas integram um compromisso com o letramento digital critico e com a integridade
académica. Um exemplo significativo ¢ a Pontificia Universidade Catolica de Minas Gerais
(PUC Minas), que, em junho de 2024, adotou no ambito de seu Programa de Pos-Graduagao
em Educagdo um Cddigo de Integridade Académica contendo recomendagdes explicitas sobre
o uso do ChatGPT e de outras tecnologias baseadas em IA generativa, evidenciando atencao as
especificidades da formagao cientifica no campo educacional.

Além da PUC Minas, outras institui¢des de educacao superior vém implementando
acOes concretas no sentido de normatizar o uso da inteligéncia artificial generativa em seus

contextos académicos. A Universidade Federal de Minas Gerais (UFMG), por exemplo,



98

publicou, em setembro de 2024, um documento com Recomendagoes para o Uso de
Ferramentas de Inteligéncia Artificial nas Atividades Académicas, além de instituir uma
comissao permanente voltada a formulagdao de diretrizes internas sobre IA e integridade
cientifica®®.

Na mesma dire¢do, a Universidade Federal da Bahia (UFBA) langou, em 2025, um
guia institucional para orientar a comunidade académica quanto ao uso ético e responsavel da
IA generativa®®, voltado a orientacdo da comunidade académica. J4 a Universidade Federal do
Maranhao (UFMA) estruturou e tornou publica, em junho de 2025, uma minuta de sua Politica
de Inteligéncia Artificial’®, submetida a consulta publica. Esse documento apresenta uma
proposta de governanga institucional para o uso de IA, com principios e diretrizes voltados a
supervisao humana, a classificagdo de riscos e a promog¢ao de praticas éticas no uso dessas
tecnologias.

Paralelamente as iniciativas universitarias, destaca-se o papel das associagdes
cientificas na elaboragdo de documentos de referéncia para a regulagdo ética da IA na pesquisa
académica. Um exemplo relevante ¢ o um guia produzido por Sampaio, Sabbatini e Limongi
(2024), com apoio da Sociedade Brasileira de Estudos Interdisciplinares da Comunicagao
(Intercom), da Associagdo Nacional de Pos-Graduacdo e Pesquisa em Ciéncias Sociais
(ANPOCS) e da Associagdo Brasileira de Ciéncia Politica (ABCP). O documento sistematiza
diretrizes para o uso responsavel da [A generativa no campo cientifico e tem sido amplamente
citado como referéncia para a formulagao de politicas institucionais.

A Universidade Estadual de Campinas (UNICAMP), por exemplo, divulgou
oficialmente esse guia por meio da Pro-Reitoria de Pos-Graduagao, promovendo sua circulacio
como material formativo entre docentes e discentes da Pos-Graduagao. Esse reconhecimento
institucional, entretanto, ndo garante sua incorporagado pratica. Como destaca Mendonca (2024,
p. 8), presidente da Comissao Permanente de Inteligéncia Artificial da UFMG, trata-se de uma
publicacao que “€ um convite de abertura a discussao, que interpela institui¢cdes (como o MEC,

a Capes, o CNPq) e pesquisadores a encarar, de forma franca e responsavel, a fluidez das bases

24 Essa afirmativa pode ser confirmada pelo Professor Ricardo Fabrino Mendonga, Presidente da Comissdo
Permanente de Inteligéncia Artificial da UFMG, no prefacio do livro de Sampaio, Sabbatini ¢ Limongi (2024).

= Este documento da UFBA pode ser acessado pelo link
guia_para_uso_etico_e_responsavel da_inteligencia_artificial generativa na_universidade federal da_bahia.pd
f

26

Esse Texto-base preliminar foi disponibilizado no Portal Participa+Brasil pelo link:
https://www.gov.br/participamaisbrasil/politica-de-inteligencia-artificial-da-universidade-federal-do-maranhao-
ufma?utm_source=chatgpt.com.



https://www.ufba.br/sites/portal.ufba.br/files/guia_para_uso_etico_e_responsavel_da_inteligencia_artificial_generativa_na_universidade_federal_da_bahia.pdf?utm_source=chatgpt.com
https://www.ufba.br/sites/portal.ufba.br/files/guia_para_uso_etico_e_responsavel_da_inteligencia_artificial_generativa_na_universidade_federal_da_bahia.pdf?utm_source=chatgpt.com
https://www.gov.br/participamaisbrasil/politica-de-inteligencia-artificial-da-universidade-federal-do-maranhao-ufma?utm_source=chatgpt.com
https://www.gov.br/participamaisbrasil/politica-de-inteligencia-artificial-da-universidade-federal-do-maranhao-ufma?utm_source=chatgpt.com
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sobre as quais assenta seu fazer”. Sua poténcia reside justamente na provocagao ética e politica
que suscita, mais do que em sua normatividade prescritiva.

E nesse contexto que Santos (2024) adverte para a urgéncia da formulagdo de
politicas institucionais consistentes € comprometidas com a formacao critica diante das
tecnologias de inteligéncia artificial. Para a autora, o enfrentamento dos riscos associados a
automacao tecnicista e a reproducao de desigualdades requer diretrizes éticas, protegdo de
dados, formagao docente continuada ¢ mecanismos de responsabilizacdo. A auséncia dessas
normativas, segundo ela, compromete a integridade dos processos formativos e esvazia a
autoria dos sujeitos.

Essa preocupagdo com a regulacdo ética da IA também aparece nas analises de
Santaella (2023), que problematiza os impactos epistemoldgicos dessas tecnologias na
producao do conhecimento ¢ defende a mediacdo institucional como condi¢ao para o uso
responsavel da IA na educagdo. A Unesco (2024) corrobora essa perspectiva ao afirmar que o
uso ¢tico da IA demanda politicas educacionais claras, com transparéncia nos processos,
centralidade humana nas decisoes e equidade no acesso.

Nessa mesma direcdo, Mainardes (2023a, 2023b) destaca que a promocgao da
integridade académica, especialmente em contextos marcados por transformagdes tecnoldgicas,
exige o envolvimento ativo das institui¢cdes na criagao de codigos de conduta e agdes formativas
capazes de sustentar praticas €ticas de produgao cientifica. Para ele, a integridade ndo pode ser
delegada a iniciativa individual, devendo ser sustentada por politicas comprometidas com a
ética, a autoria e a responsabilidade.

Assim, reconhecer a inclusdo digital e o letramento midiatico como direitos civis
nao ¢ apenas uma demanda normativa, mas um imperativo ético e politico. Trata-se de assumir
o compromisso com politicas publicas e praticas institucionais que assegurem a todos,
especialmente aos sujeitos historicamente excluidos, o pleno exercicio da cidadania, tanto na

vida académica quanto nos campos cultural e social, no contexto da sociedade da informacao.

2.6 Pos-Graduacao Stricto Sensu: finalidades, especificidades e desafios na pesquisa em

Educacio

A Poés-Graduagdo Stricto Sensu no Brasil desempenha um papel central na
formacao de pesquisadores e no fortalecimento da producdo cientifica qualificada, conforme

previsto na Lei de Diretrizes e Bases da Educagdo Nacional — Lei 9.394/96 e nas diretrizes da
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Coordenagdo de Aperfeicoamento de Pessoal de Nivel Superior (Capes). Composta por cursos
de mestrado e doutorado, essa modalidade de educacdo superior tem como finalidades
principais o desenvolvimento de conhecimentos originais € a formagao de profissionais capazes
de atuar na pesquisa, no ensino e na solugdo de problemas complexos em suas respectivas areas
de estudo.

Warde (1990) e Kuenzer (2005) defendem que a Pés-Graduacao Stricto Sensu em
Educagao no Brasil deve promover uma formagao critica, socialmente comprometida e voltada
para o desenvolvimento integral do pesquisador. Para elas, esses programas precisam produzir
conhecimentos que respondam as demandas concretas da sociedade, articulando rigor
académico e relevancia pratica, enquanto contribuem para a autonomia intelectual do
pesquisador. A pesquisa em Educagao deve impactar positivamente politicas publicas e praticas
pedagdgicas, preparando pesquisadores comprometidos com mudangas sociais. Ambas ainda
destacam a interdisciplinaridade e o compromisso €tico como eixos centrais, garantindo que a
formacdo de pesquisadores em Educagdo alie inovacgdo critica, autonomia e impacto
significativo na sociedade.

E imprescindivel reconhecer os desafios que permeiam a Pos-Graduagio em
Educacdo, como a necessidade de conciliar rigor académico e relevancia pratica, além de lidar
com questdes estruturais, como a escassez de recursos e o acesso desigual as oportunidades de
pesquisa. Esses aspectos tornam ainda mais urgente o fortalecimento de politicas publicas e de
diretrizes voltadas a garantir a qualidade e a integridade do ensino e da pesquisa nos programas
stricto sensu. Assim, ao discutir as finalidades e especificidades da P6s-Graduacao, reforca-se
sua importancia estratégica para a construcdo de uma sociedade mais justa, equitativa e

fundamentada no conhecimento.
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CAPITULO 111

REVISAO SISTEMATICA DE LITERATURA

Neste capitulo, apresentamos o estudo de revisao sistematica da literatura, com o
objetivo de compreender criticamente o que as produgdes académicas publicadas entre 2018 e
abril de 2025 revelam sobre a utilizagdao da Inteligéncia Artificial, especialmente de modelos
de linguagem de larga escala (LLMs), na pesquisa académica na area da Educacao.

Este cenario integra a andlise das percepgdes de mestrandos, doutorandos e
orientadores em relacdo a escrita académica de textos hibridos, bem como os respectivos
posicionamentos sobre o processo € o produto cientifico dessa pratica em dois Programas de
Po6s-Graduagao Stricto Sensu em Educagdo, no contexto da integridade académica.

Segundo Galvao e Ricarte (2019), a revisdo sistematica de literatura ¢ um tipo de
pesquisa estruturada que segue protocolos bem definidos para compreender e dar coeréncia a
um extenso conjunto de documentos, avaliando o que ja foi discutido sobre determinado tema
em contextos especificos. Além disso, oferece a possibilidade de replicagdo por outros
pesquisadores, descrevendo detalhadamente as bases de dados utilizadas, as estratégias de
busca aplicadas, o processo de selecao dos artigos, os critérios de inclusdo e exclusdo e as
limitagdes tanto dos estudos revisados quanto da propria revisao.

O recorte temporal adotado para esta revisdo, compreendendo o periodo de 2018 a
2024 (Santaella, 2023a), fundamenta-se no marco significativo de 2017: o langamento do
modelo Transformer, base para os avangos na geracao de modelos de linguagem como o GPT
(Generative Pre-trained Transformer), langado em junho de 2018. A partir dessa inovagao, as
capacidades de processamento e gera¢do de linguagem natural pela inteligéncia artificial
evoluiram exponencialmente, promovendo transformagdes na academia e em diversos setores.
Conforme mencionado no capitulo anterior, o0 GPT e seus sucessores trouxeram implicacdes
relevantes para a producao cientifica, justificando a analise de publicagdes a partir de 2018,
quando os impactos dessas tecnologias comegaram a ser discutidos de forma mais evidente na

literatura académica.
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3.1 Definicao de estratégias de busca

Antes da busca nas bases de dados definidas para a revisao sistematica, foi realizada
uma pesquisa exploratoria no Google Scholar € no SciELO (Scientific Electronic Library
Online) com o objetivo de identificar termos recorrentes nos titulos e resumos das publicagdes.

Esse levantamento preliminar permitiu a definigdo das palavras-chave e a
construgdo da string de busca: ("inteligéncia artificial" OR chatgpt OR copilot OR bing OR "IA
generativa" OR "modelos grande de linguagem") AND ("produgdo cientifica" OR "pos-
graduagao" OR "pesquisa académica" OR "comunicacdo cientifica” OR "escrita académica"
OR "texto hibrido" OR "texto escrito hibrido" OR "integridade académica" OR ética). Os
termos foram definidos em func¢do do objetivo do estudo e ndo houve critério de sele¢dao de

idioma, apenas o marco temporal, conforme mencionado.

3.2 Selecio das publicacoes

Passamos, entdo, a etapa de sele¢ao das publicacdes, realizada por meio do acesso
ao Portal de Periddicos Capes, contemplando as seguintes bases de dados: 1) Catalogo de Teses
e Dissertacdes da Coordenacdo de Aperfeigoamento de Pessoal de Nivel Superior (Capes), com
0 (zero) registros; 2) Scopus / Elsevier, com 84 (oitenta e quatro) registros; 3) SciELO (Scientific
Electronic Library Online), com 140 (cento e quarenta) registros; e 4) Web of Science, com 125
(cento e vinte e cinco) registros, totalizando 349 (trezentos e quarenta e nove) trabalhos. A
auséncia de dissertagdes e teses sobre o tema pode ser explicada pelo lancamento publico
recente de ferramentas de IA generativa, como o ChatGPT, em novembro de 2022, o que sugere
que muitos estudos ainda estdo em andamento.

Em seguida, realizamos a leitura criteriosa e a selecdo dos documentos, conforme
apresentado na Figura 2. Ao final dessa etapa, foram excluidos do portfolio: (a) os estudos fora
da éarea de interesse ou sem aderéncia ao tema (311); (b) aqueles cujo acesso ao texto completo
ndo foi possivel (11); e (c) os trabalhos duplicados (2). Dessa forma, o portfélio final foi

composto por 25 documentos (Quadro 1).
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Figura 2 — Processo de selecio e organizacio do estudo de revisdo sistematica de

Literatura

[ Acesso ao Portal de Periddico CAPES ]

!

[ Fontes Selecionadas ]

— 7

\\

[ 1) Banco de Tess e 2) Scopus/Elsevier

Dissertagdes (0 registros) (84 registros)

3) SCiELO
(140 registros)

4) Web of Science
(125 registros)

[ Total de 349 trabalhos identificados ]

l

Leitura criteriosa e selegdo

!

Exclusdes:

Fora da area e tema de estudo: (311)
Trabalho completo ndo disponivel: (2)

Trabalhos repetidos: (11)

l

[ Trabalhos selecionados: (25)

]

Fonte: imagem elaborada com assisténcia do ChatGPT, em Junho/2025.%

Os trabalhos foram organizados segundo as variaveis: 1) titulo; 2) autores/ano de

publicacdo; 3) area; e 4) nome do periddico. O Quadro 1 apresenta as publicagdes com maior

aderéncia ao tema desta tese, conforme as bases consultadas.

Quadro 1 — Relacao de trabalhos selecionados para a revisao sistematica de literatura

N° Documento Autores (as) Area Nome do Periédico
1 ~ . .
" |Novos desafios para a educacdo na | Azambuja e Silva . . .

Era da Inteligéncia Artificial (2024) Filosofia Filosofia Unisinos
2. |Inteligéncia Artificial Generativa A

baseada em grandes modelos de Cler.lc.l as

T Ramos (2023) Sociais SciELO Preprints

inguagem - ferramentas de uso na .

Aplicadas

pesquisa académica

27 A imagem foi elaborada a partir de fluxograma gerado com apoio do ChatGPT, utilizando o seguinte prompt:
“gerar um fluxograma a partir da seguinte informacao: [Em seguida, passamos a leitura criteriosa e sele¢dao dos
documentos, conforme Figura 2. Ao fim desse processo, foram excluidos do portifélio os estudos fora da area
relevante da proposta e que nao tinham aderéncia com o tema de estudo (311), além daqueles que nao foi possivel
0 acesso ao documento completo (11) e os trabalhos repetidos (2)]”.
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3. |ChatGPT e outras [As transformarao . Sociologia / .
L ~ Sampaio et al. A Revista de
a pesquisa cientifica: reflexdes sobre Ciéncia . . s
(2024b) I Sociologia e Politica
seus usos Politica
% inteligéncia Artificial, ChatGPT e |Oliveirae Neves  |Multidiscipl | oV S®
L . Organizagoes &
Estudos Organizacionais (2023) inar .
Sociedade
> Tese de doutorado em educagdo Lope§; Forgas e ~ Revista Brasileira
. e A . e Cerda-Navarro Educagao ~
escrita por inteligéncia artificial? de Educacao
(2024)

6. C A o . Ciéncias International
Inteligéncia - Artificial na Pesquisa | . 1o s 07(2023)  |Sociais Journal of
Académica . .

Aplicadas  |Innovation
7. O impacto do ChatGPT na formagao Revista .
~ - ~ . ~ Internacional de
e producdo académica: ndo entre em |Sanchez (2023) Educagao .
Anico Educacion y
p Desarrollo

8. |Desafios e oportunidades da |Costa (2025) Ciéncias Avaliacdo: Revista
inteligéncia artificial no ensino Humanas da Avaliacdo da
superior: percepgoes dos docentes no Educagdo Superior
ambiente universitario

9. |Inteligéncia  Artificial ~ Segura, |Garcia-Pefialvo, et |Educag@o International
Transparente e Etica: Chaves para |al (2024) Journal of
uma Educagdo Sustentdvel de Educational
Qualidade (ODS4) Research and

Innovation

10. |Integridade = Académica  versus |Premat e Farazouli |Educagéo Praxis Educativa
Inteligéncia Artificial: uma historia |(2025)
de duas [As

11. |A ética da inteligéncia artificial na |Santos-Bolivar, Educagdo Revista Electronica
educacdo: Ameaca ou oportunidade? |Escalante-Gonzalez, Educare

Martinez-Martinez
e (2024)

12. | Etica na pesquisa em educagao: Schlesener (2025)  |Educacédo Praxis Educativa
os limites e desafios ante a
Inteligéncia Artificial

13. |La inteligencia artificial en la |Gallent-Torres, Educagdo RELIEVE
educacion superior: desafios y |Zapata-Gonzalez e
oportunidades para la docencia |Ortego-Hernando
universitaria (2023)

14. |Modelos e boas praticas avaliativas | Aguirre Sala (2023) |Ciéncias Paakat: Revista de
para detectar impactos, riscos e Sociais Tecnologia y
danos da inteligéncia artificial Sociedad

15. |Desafios para a avaliagdo e a |Bizelli (2024) Educacao Ensaio: Avaliagdo e
sustentabilidade da editoria cientifica Politicas Publicas
em Educacao em Educacao

16. |Educag@o 4.0: abordagem inovadora |Gibert Delgado, et  |Educacéo Revista Cientifica
apoiada na inteligéncia artificial para |al (2023) de la Universidad de
a educagdo superior Cienfuegos

17.  5Bnci : .

Inteligéncia e Filosofia: entre novas |Dutra e Brennand Filosofia Filosofia Unisinos

e velhas encruzilhadas artificias

(2024)
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18. |As dualidades entre o uso da Educacio e

inteligéncia artificial na educacdo e |Heggler (2025) Educagao cag
. . . Sociedade,
os riscos de vieses algoritmicos.

19. |Logica e fundamentos da
1nt§11gen01a art1ﬁ01§11 © s Teacoes Iy aufman (2024) Filosofia Filosofia Unisinos
sociais para maximizar beneficios e
mitigar danos

20. o .y .

Int’ehg'enma Artificial e Apreind{zado de Ludermir (2021) Educacao Estudos Avangados
Magquina: estado atual e tendéncias.

21. |Desempenho da IA na busca de |.

. 1 . Pizarro Romero L .
fontes especializadas e na escrita de (2024) Linguistica |Lengua Y Sociedad
textos académicos.

22. |A inteligéncia artificial e sua |Quinde Rosales, Educagdo Revista pedagogica
utilidade no campo académico: uma |Estupifian e Mora de la Universidad de
analise desde a perspectiva do [(2024) Cienfuegos
universitario

23. |ChatGPT como ferramenta para ikala. Revista de
melhorar a expressdo escrita em |Ricart-Vaya (2024) |Linguistica ’

inglés como lingua estrangeira

Lenguaje y Cultura

24.

Inteligéncia artificial (IA)
generativa e competéncia em
informagdo: habilidades
informacionais necessarias ao uso

Trindade e Oliveira

Ciéncia da

Perspectivas em
Ciéncia da

de ferramentas de IA generativa em (2024) Informagao Informacao
demandas informacionais de
natureza académica-cientifica
25. |IA para além de uma nova moda
académica: um experimento teérico- |Mariano Vilaga e
analitico interdisciplinar Lopes Pederneira Filosofia Filosofia Unisinos

(computacional, linguistico e €tica)
de uma ferramenta de [A

(2024)

Fonte: elaborado pela autora em junho de 2025.

Como esperado, a maioria dos trabalhos identificados foi publicada a partir de 2023,

refletindo o recente destaque do tema entre pesquisadores, especialmente apoés novembro de

2022, quando a tecnologia GPT foi disponibilizada gratuitamente. Esse marco desencadeou um

aumento expressivo na atencao académica e no interesse por suas implicacoes. E provavel,

portanto, que haja teses e dissertagdes em andamento que ainda ndo foram concluidas, o que

indica um cendrio de publica¢cdes em expansado e diversificacdo nos proximos anos.

3.3 Apresentacio dos estudos de revisao

A andlise dos 25 trabalhos selecionados foi organizada em quatro nucleos

tematicos, definidos a partir da recorréncia de abordagens e da relagao com os objetivos desta
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pesquisa. Essa estratégia permitiu agrupar estudos que, embora diversos em origem e enfoque,
dialogam entre si e contribuem para compreender o contexto da pesquisa académica em tempos
de inteligéncia artificial generativa. Os nucleos sdo: (1) potenciais e aplicagdes da IA na
pesquisa académica; (2) riscos éticos, vieses e integridade académica; (3) impactos

institucionais e pedagogicos; e (4) debates conceituais e epistemologicos.

3.3.1 Nucleo tematico 1 — Potenciais e aplicacées da IA na pesquisa académica

Os estudos reunidos neste nucleo evidenciam o potencial da inteligéncia artificial,
especialmente aqueles baseados em grandes modelos de linguagem (LLMs), como instrumento
de apoio a produgdo cientifica. De forma recorrente, destacam-se aplicagdes na automatizagao
de tarefas repetitivas, na organizacdo e analise de grandes volumes de dados e na qualificagdo
da escrita académica, seja por meio de revisdo textual, sugestao de palavras-chave ou adequagao
as normas editoriais. Ramos (2023) e Pigola et al. (2023) ressaltam que ferramentas como o
ChatGPT podem contribuir desde as etapas iniciais, como a concep¢ao da pesquisa, a geracao
de hipoéteses, a elaboracdo de projetos e a revisdo de literatura, até processos mais avancados,
como a identificagdo de padrdes em dados e a adequacao dos manuscritos as exigéncias técnicas
e éticas dos periodicos.

Essa percepcao € corroborada por Sampaio et al. (2024b), que apontam formas de
aproveitamento diversificadas, incluindo busca de literatura, leitura e sintese de artigos,
traducdo e visualizacdo de dados, contribuindo para ganhos de tempo e eficiéncia. Empregos
mais especificos também sdo observados: Ricart-Vaya (2024) avalia o ChatGPT como recurso
para aprimorar a expressao escrita em lingua estrangeira, enquanto Pizarro Romero (2024)
investiga seu desempenho na busca de fontes especializadas e no apoio a escrita cientifica.
Estudos como os de Gallent-Torres, Zapata-Gonzalez e Ortego-Hernando (2023) e Quinde
Rosales, Estupifian e Mora (2024) reforcam a visao de que a utilizacao dessas ferramentas pode
ampliar a autonomia e a capacidade produtiva de docentes e discentes.

Além disso, autores como Sanchez (2024), Costa (2025) e Oliveira e Neves (2023)
associam a adocdo da IA ao fortalecimento de praticas pedagdgicas e a modernizagdo das
estratégias de ensino, enfatizando seu papel como aliada na construcdo de competéncias
académicas e cientificas. A convergéncia entre esses estudos aponta para um consenso: a
inteligéncia artificial generativa, utilizada com intencionalidade formativa e supervisao
humana, pode potencializar a produgdo de conhecimento e otimizar fluxos de trabalho

académico.



107

Ainda assim, os trabalhos advertem que tais usos nao eliminam a necessidade de
analise critica e curadoria ativa por parte do pesquisador, evitando que a dependéncia
tecnologica substitua competéncias essenciais, como a interpretacao de dados, a formulagdo de

argumentos e a producao de conhecimento original.

3.3.2 Nucleo temético 2 — Riscos éticos, vieses e integridade académica

Os estudos agrupados neste nucleo convergem ao indicar que a presenca da
inteligéncia artificial na pesquisa demanda critérios explicitos de integridade académica e
cientifica. Em didlogo com a discussdo sobre texto hibrido, Lopes, Forgas e Cerda-Navarro
(2024) destacam tensdes centrais envolvendo autoria, originalidade e responsabilidade do
pesquisador na mediacdo do contetido gerado por sistemas de linguagem. A conclusdo ¢
inequivoca: sem curadoria ativa e transparéncia sobre o emprego da tecnologia, a legitimidade
do produto cientifico ¢ afetada.

No plano normativo, Premat e Farazouli (2025) defendem a necessidade de
protocolos que assegurem rastreabilidade das contribui¢cdes da IA e registro explicito de seu
papel no processo de escrita. Essa perspectiva dialoga com Schlesener (2025), que problematiza
limites éticos da pesquisa em educag¢do quando o pesquisador terceiriza etapas sensiveis do
trabalho intelectual, ¢ com Trindade e Oliveira (2024), que situam o uso responsavel da
inteligéncia artificial no campo das competéncias em informacao, ressaltando a importancia de
declarar, monitorar e avaliar criticamente as saidas geradas por modelos de linguagem.

A literatura também evidencia riscos de natureza técnica e sociotécnica. Heggler
(2025) discute vieses algoritmicos que podem reproduzir assimetrias e desigualdades
educacionais, enquanto Aguirre Sala (2023) propde modelos e praticas avaliativas para detectar
impactos, riscos e danos decorrentes da adog¢do da IA. Bizelli (2024) alerta para efeitos
colaterais no ecossistema editorial, como a aceleracao dos fluxos de publicagao, a padronizacao
de formatos e a fragilizacdo dos processos de avaliagao.

Estudos voltados a aplicagdes praticas reconhecem vantagens, mas reiteram a
exigéncia de salvaguardas. Ramos (2023) evidencia riscos de alucinagdes, producdo de
referéncias inexistentes e propagagao de desinformagao; Pigola et al. (2023) apontam falta de
transparéncia nos algoritmos, questoes de autoria e privacidade de dados; Sampaio et al.
(2024b) reforgam o problema da opacidade e a possibilidade de amplificacdo de vieses. Em
perspectiva organizacional e geopolitica do conhecimento, Oliveira e Neves (2023) associam o

uso acritico da inteligéncia artificial a padronizacdo discursiva e ao colonialismo digital,
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reforcando a necessidade de critérios de adequagdo contextual, especialmente no Sul Global.
Sanchez (2024) converge ao defender formacao ética e supervisao humana continua.

Em sintese, a literatura mapeada sustenta que a integracdo da IA na pesquisa
académica deve ser condicionada a trés pilares: transparéncia de aplicagao, mediacdo humana
qualificada e controles de qualidade capazes de identificar e mitigar vieses, alucinacdes € usos

indevidos de dados.

3.3.3 Nucleo tematico 3 — Impactos institucionais e pedagogicos

Os trabalhos reunidos neste nucleo enfatizam que a presenca crescente da
inteligéncia artificial generativa nas universidades impde uma revisao das praticas pedagdgicas,
das diretrizes institucionais e dos curriculos académicos. Azambuja e Silva (2024) defendem
que as instituicdes de educagdo superior devem atualizar suas estratégias formativas para
priorizar competéncias humanas insubstituiveis, como criatividade, pensamento critico e ética
profissional. Essa linha ¢ reforcada por Sanchez (2024), que argumenta pela necessidade de
adaptar os modelos educacionais para incorporar a IA de maneira responsavel, equilibrando
inovacao tecnologica com salvaguardas éticas.

Do ponto de vista da regulagao e governanga, Garcia-Pefialvo et al. (2024) propdem
uma abordagem que articule a adogdio da IA as metas do ODS4?% garantindo qualidade e
sustentabilidade educacional. Oliveira e Neves (2023) analisam impactos organizacionais,
ressaltando a urgéncia de politicas institucionais que regulem a incorporagdo dessa tecnologia
e evitem a dependéncia de modelos hegemonicos de producdo de conhecimento. Gibert
Delgado et al. (2023) contribuem ao apresentar experiéncias de Educagdo 4.0, nas quais a
inteligéncia artificial € integrada a educacdo superior como ferramenta de personalizagdo e
inovagao, enquanto Costa (2025) traz a percepgao de docentes sobre oportunidades e desafios
desse tipo de utilizacao.

Alguns estudos também articulam a dimensdo institucional a ética e a integridade.
Lopes, Forgas e Cerda-Navarro (2024) examinam o texto hibrido como espago de mediagao
entre produ¢do humana e escrita algoritmica, evidenciando tensdes epistemologicas ligadas a
autoria, originalidade e responsabilidade do pesquisador. Suas andlises problematizam como a

presenca da A na pos-graduacao impacta a legitimidade do conhecimento produzido, exigindo

28 O Objetivo de Desenvolvimento Sustentavel 4 (ODS 4), que faz parte da Agenda 2030 da ONU, visa “assegurar
a educagdo inclusiva, equitativa e de qualidade, e promover oportunidades de aprendizagem ao longo da vida para
todos” (NACOES UNIDAS, 2015)
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posturas criticas e éticas diante das novas formas de cooperacdo entre humanos e sistemas de

linguagem.

Ja Ramos (2023) enfatiza o papel das instituigdes na criacao de protocolos claros e
na formacao critica de pesquisadores, apontando caminhos para alinhar a adog¢ao da tecnologia

a padrdes de integridade académica.

3.3.4 Nucleo tematico 4 — Debates conceituais e epistemologicos

Os estudos incluidos neste ultimo nticleo tematico abordam a inteligéncia artificial
generativa a partir de perspectivas filosoficas, conceituais e sociotécnicas, explorando
implicagdes mais amplas para o conhecimento e a sociedade. Dutra e Brennand (2024) analisam
a relacdo entre inteligéncia e filosofia, discutindo como essa tecnologia reconfigura nogdes
classicas de cognigdo e agéncia. Kaufman (2024) examina fundamentos e reagdes sociais a 1A,
destacando as tensdes entre inovagao tecnologica e adaptagdo cultural. Ludermir (2021) oferece
uma visdo panoramica sobre o estado atual e as tendéncias da inteligéncia artificial e do
aprendizado de méaquina, situando o desenvolvimento de modelos generativos em um contexto
historico mais amplo.

Mariano Vilaga e Lopes Pederneira (2024) apresentam um experimento
interdisciplinar que articula dimensdes computacionais, linguisticas e éticas, propondo
reflexdes sobre os limites e potencialidades dessa tecnologia na produgdo de conhecimento.
Oliveira e Neves (2023) acrescentam uma critica geopolitica ao discutir o colonialismo digital
e a reprodugdo de padrdes epistemologicos do Norte Global, enquanto Sampaio et al. (2024b)
problematizam a necessidade de adaptagdo tecnoldgica ao contexto do Sul Global.

Em conjunto, esses trabalhos ampliam o debate para além das aplicagdes imediatas,
convidando a reflexdo sobre como a IA influencia a construgdo, circulacao e legitimidade do
saber. O dialogo entre fundamentos técnicos, implicacdes €ticas e contextos socioculturais
aponta para a necessidade de abordagens criticas e pluralistas, capazes de reconhecer a
inteligéncia artificial ndo apenas como ferramenta, mas como agente ativo na transformacao

das praticas e valores da produgdo académica.
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Quadro 2 — Distribuicdo dos estudos selecionados por nucleos tematicos

Nucleo Tematico

Estudos que o compdem

Breve descricao do enfoque

Aspectos éticos e
integridade académica

Lopes, Forgas e Cerda-Navarro
(2024); Garcia-Pefalvo et al. (2024);
Premat e Farazouli (2025); Santos-
Bolivar et al. (2024); Schlesener
(2025); Aguirre Sala (2023); Heggler
(2025); Trindade e Oliveira (2024)

Trabalhos
riscos,

que  discutem
dilemas éticos,
integridade  académica e
implicagodes para a
originalidade e autoria na
escrita com [A generativa.

Impactos da TA
generativa na pesquisa
e na formacao
académica

Azambuja e Silva (2024); Sampaio et
al. (2024b); Oliveira e Neves (2023);
Pigola et al. (2023); Sanchez (2023);
Costa (2025); Gallent-Torres et al.
(2023); Gibert Delgado et al. (2023);
Ludermir (2021); Pizarro Romero
(2024); Quinde Rosales et al. (2024);
Ricart-Vaya (2024)

Estudos que analisam como a
IA afeta processos de
pesquisa, educacdo superior,
formacao de pesquisadores e
praticas de escrita.

Fundamentos tedricos
e conceituais da [A

Ramos (2023); Bizelli (2024); Dutra
e Brennand (2024); Kaufman (2024);
Mariano Vilaca e Lopes Pederneira
(2024)

Publicagdes que discutem
conceitos, fundamentos
filosoficos,  historicos ou

técnicos da IA e suas relagdes
com a ciéncia e a educagao.

Riscos, vieses €
governanga
algoritmica

Aguirre Sala (2023); Heggler (2025);
Trindade e Oliveira (2024)

Pesquisas que abordam vieses
algoritmicos, governanga,
avaliacdo de 1impactos e
estratégias de mitigacdo de
riscos da IA no contexto
educacional e cientifico.

Fonte: elaborado pela autora em junho de 2025.

A sistematiza¢do em nucleos temdticos oferece uma visdo panoramica do estado da

arte, revelando que a produgao cientifica recente sobre IA generativa concentra-se, sobretudo,

em aspectos €ticos, formativos e conceituais, ainda que haja um crescente interesse por questoes

de governanga e mitigacao de riscos. Esses achados contribuem para situar a presente pesquisa

no didlogo com a literatura existente e reforcam a necessidade de uma abordagem metodolédgica

capaz de articular esses diferentes eixos de discussdo com a andlise das percepcdes de poOs-

graduandos e orientadores, que sera apresentada no capitulo seguinte.




111

CAPITULO IV

ENTRE VOZES HUMANAS E ALGORITMOS: O CAMINHO METODOLOGICO

Dando sequéncia a reflexao construida nos capitulos anteriores, antes de descrever
os procedimentos metodoldgicos, apresentamos a delimitagdo do escopo deste estudo, com o
intuito de explicitar os recortes conceituais, contextuais e tematicos que o fundamentam.

O estudo buscou compreender quais as percepcdes de mestrandos, doutorandos e
orientadores de dois Programas de Po6s-Graduagdo Stricto Sensu em Educagdo sobre a
apropriagdo da IA generativa no processo € no produto de textos hibridos, considerando
cenarios prospectivos e a integridade académica. Esses cendrios foram elaborados pela
pesquisadora com base na literatura recente sobre IA generativa e apresentados aos
participantes durante as entrevistas, com o objetivo de estimular reflexdes e projecdes sobre
possiveis usos dessa tecnologia no processo de pesquisa académica.

Além disso, contemplou aspectos como a admissibilidade da IA na elaboracao de
pré-projetos e projetos de qualificacdo; a influéncia da natureza da pesquisa sobre essa
admissibilidade; os usos considerados aceitaveis ou ndo em diferentes etapas da escrita
académica; os riscos apontados, as medidas propostas e as barreiras enfrentadas; bem como os
beneficios percebidos e as percepgdes comparativas entre textos hibridos e artesanais quanto ao
prestigio académico no campo da Educagao.

A natureza desta pesquisa ¢ qualitativa e combina caracteristicas exploratorias e
descritivas, com énfase na produgdo textual hibrida, sem incluir investigagdes técnicas,
experimentais ou provenientes de areas fora do campo da Educacao. Segundo Triviiios (1987),
esse tipo de pesquisa busca ndo apenas descrever, mas também interpretar os discursos e
praticas dos sujeitos, considerando seus contextos e intencionalidades. Nesse sentido, o
pesquisador assume o papel de mediador de significados, articulando as falas dos participantes
a partir de um referencial tedrico e analitico que privilegia a compreensao, € ndo a generalizagao
dos dados.

Desse modo, como destacam Mattar e Ramos (2021), os estudos qualitativos
buscam compreender os fendmenos em profundidade, considerando os significados e
interpretagdes que os participantes atribuem as suas experiéncias e praticas. Essa abordagem

favorece a exploragdo de diversas perspectivas, fundamental para captar a complexidade das
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percepcdes humanas e analisar, com riqueza de detalhes, as nuances presentes nas respostas dos
atores envolvidos.

O carater exploratorio deste trabalho se justifica pela relativa novidade do tema,
especialmente no campo da Educacdo, uma vez que a utilizacdo de IA para compor textos
hibridos constitui pratica emergente e ainda pouco examinada pela literatura cientifica. Para os
mesmos autores, esse tipo de investigacdo € particularmente 1til para descrever fendmenos
pouco conhecidos, subsidiar a formulacdo de hipdteses e orientar questdes para pesquisas
futuras. Assim, busca-se identificar os principais desafios, tensdes, silenciamentos e
acomodacgdes percebidos pelos participantes em relagdo ao uso da IA na escrita académica.

Além disso, caracteriza-se como pesquisa descritiva, pois pretende documentar e
detalhar as percepcdes e experiéncias dos sujeitos, oferecendo uma visdo abrangente e
contextualizada sobre os pontos de vista de mestrandos, doutorandos e orientadores em relagao
a produgdo cientifica com assisténcia de IA e suas implicagdes para a integridade académica.
Nesse sentido, possibilita descrever com fidelidade as interpretagdes dos participantes (Mattar;

Ramos, 2021).

4.1 Contexto de investigacao

Constituem sujeitos desta pesquisa mestrandos, doutorandos ¢ docentes
orientadores de dois Programas de Pos-Graduagdo Stricto Sensu em Educagdao de duas
Universidades Publicas, que terdo seus nomes mantidos em sigilo neste estudo. A escolha
desses programas reflete a diversidade dos niveis de formagdo académica oferecida por essas
instituigdes, cujos nomes serdo mantidos em anonimato e que serdo chamados de UNIO1 e
UNIO2. Enquanto a UNIO1 oferece tanto cursos de mestrado quanto de doutorado,
proporcionando uma visdo mais ampla das experiéncias e percepgdes de estudantes e
orientadores em diferentes estagios de suas carreiras académicas, a UNIO2 oferece apenas o
curso de mestrado em Educacao, permitindo uma analise focada nas impressdes e experiéncias
dos mestrandos e seus orientadores.

Essa diferenciagao ¢ relevante para explorar se os posicionamentos dos sujeitos
sobre o uso de IA generativa na escrita de textos hibridos variam entre os niveis académicos.
Além disso, a inclusdo de mestrandos e doutorandos da UNIOI permite investigar as
continuidades ¢ mudangas nas percepcdes dos estudantes a medida que avancam em suas
trajetorias académicas, desde o mestrado até o doutorado.

A escolha dos sujeitos seguiu critérios de representatividade, disponibilidade e

diversidade quanto as linhas de pesquisa dos programas, buscando assegurar uma amostra
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heterogénea que contemplasse diferentes perspectivas de docentes orientadores e pos-
graduandos. Para preservar a confidencialidade e, ao mesmo tempo, respeitar a dimensao
humana, optamos por atribuir nomes ficticios, de modo a personalizar sem comprometer a
confidencialidade. Essa decisao fundamenta-se na compreensao de que o reconhecimento dos
participantes como agentes ativos na producdo de sentidos e de narrativas fortalece o carater
ético e interpretativo da abordagem qualitativa, conforme defendem Mattar e Ramos (2021).
Dessa forma, os passos metodologicos da pesquisa foram cuidadosamente
planejados para respeitar e proteger a integridade dos sujeitos da pesquisa, garantindo que suas

contribui¢des sejam tratadas de maneira ética e responsavel.

4.2 Procedimentos metodologicos

Nesta secdo, apresentamos o recurso metodoldgico utilizado neste estudo, além do

método para coleta, analise e tratamento dos dados, bem como os aspectos éticos.

4.2.1 Entrevista semiestruturada

Foi utilizada a entrevista semiestruturada nesta pesquisa para levantamento de
dados. Conforme delineada por Trivifios (1987), ¢ um método adequado para a pesquisa
qualitativa, especialmente em contextos que exigem uma compreensao profunda e detalhada
das percepcdes e experiéncias dos participantes. Esse procedimento metodologico combina a
estrutura de um roteiro predefinido com a flexibilidade necessaria para explorar temas
emergentes durante a interagdo, tornando-a adequada para investigagdes complexas. Dessa
maneira, alinha-se a esta investigacdo, uma vez que se busca o porqué das posi¢des de
mestrandos, doutorandos e orientadores sobre a escrita de textos hibridos na producao
académica em programas de P6s-Graduacao Stricto Sensu em Educacao.

Essa estratégia metodologica buscou acessar ndo apenas percepgoes ancoradas em
experiéncias concretas, mas também projecdes, expectativas e posicionamentos diante de usos
possiveis da IA na elaboragdo de pré-projetos, projetos de qualificacdo, dissertagdes e teses. Ao
reconhecer a complexidade do fendmeno investigado, a pesquisa adota uma abordagem que
incorpora elementos de antecipagdo critica, permitindo a andlise de julgamentos éticos,
epistémicos e institucionais diante de cendrios ainda em processo de consolidagdo no campo

cientifico.
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Foram realizadas entrevistas com um grupo de 24 participantes, composto por 12
académicos e 12 docentes, distribuidos igualmente entre as duas universidades. A coleta de
dados ocorreu entre julho de 2024 ¢ abril de 2025 (Apéndice ‘C’). Durante esse processo, foi
possivel perceber diferencas significativas nas percepcdes dos participantes, especialmente
quando se comparam as entrevistas iniciais com aquelas realizadas no inicio de 2025. Essa
diferenga temporal entre os blocos de entrevistas revelou variagdes nas compreensdes €
posicionamentos sobre o uso da [A generativa, fato que sera explorado no proximo capitulo.
Acreditamos que esse processo continuo de coleta e analise forneceu uma base sélida para
compreender as implicacdes da assisténcia da IA na escrita de textos hibridos em teses e
dissertacdes nos Programas de Pds-Graduacao Stricto Sensu em Educagdo.

Construimos dois roteiros de entrevista?: um para os académicos (34 questdes) e
outro para os docentes orientadores (30 questoes), diferenciando-se apenas no que diz respeito
a alguns aspectos sociodemograficos. E necessario esclarecer que tais perguntas estdo alinhadas
aos objetivos especificos desta pesquisa, dado que a entrevista foi aplicada e explorada
integralmente, pois, muitas vezes, o respondente complementou ou mesmo respondeu aquilo
que ndo havia respondido a pergunta especifica, em outra resposta. Ademais, algumas questdes
que fazem parte desse instrumento integram-se a uma proposta de estudo mais ampla, vinculada
ao Grupo de Estudos EducaSociologias, sendo exploradas em momento oportuno.

As perguntas do roteiro de entrevistas foram concebidas e estruturadas em questdes
interrogativas, descritivas, explicativas e hipotéticas, propostas por Trivinos (1987), pois essa
variedade permite uma exploracdo abrangente das percepgdes dos participantes. Por exemplo,
as perguntas hipotéticas foram elaboradas com base em cenarios prospectivos construidos
previamente pela pesquisadora e apresentados durante as entrevistas, com o intuito de estimular
projecdes, percepgdes e posicionamentos dos participantes sobre a integragdo de IA na
producdo académica. Essa estratégia favoreceu a construcdo de inmsights sobre possiveis
impactos da IA nos processos de escrita e formagao na P6s-Graduacgao.

As entrevistas, gravadas e transcritas de forma cuidadosa, foram agendadas
previamente e duraram, em média, 50 minutos. Apenas seis entrevistas foram realizadas
presencialmente, e as demais ocorreram via plataforma Google Meet, o que ndo acarretou
nenhum problema de interacio com os participantes. Os entrevistados concordaram
antecipadamente com os aspectos descritos no Termo de Consentimento Livre e Esclarecido

(apéndices A e B).

2 Apéndices A e B.
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Em resumo, as entrevistas semiestruturadas foram fundamentais para capturar a
complexidade dos pontos de vista e entendimento sobre o uso de assisténcia de IA na produgao
escrita académica. Acreditamos que a combinagdo de perguntas estruturadas e a flexibilidade
para explorar novas questoes emergentes permite uma coleta de dados rica e contextualmente
relevante, essencial para responder aos objetivos do estudo e avangar na compreensdo e
conhecimento sobre as praticas e implicagdes de ferramentas generativas na produgdo cientifica

no ambito de Cursos de P6s-Graduacao Stricto Sensu em Educacao.

4.2.2 Organizacio e analise de dados

O tratamento e organizacdo dos dados coletados nesta pesquisa foram realizados
por meio da técnica de andlise de contetido, proposta por Bardin (2011), e da triangulagdo de
dados, com base em Trivifios (1987). A andlise de contetido ¢ uma metodologia robusta e
sistematica, amplamente utilizada em pesquisas qualitativas para interpretar o significado dos
dados textuais. Esse método permite identificar, categorizar e descrever os padrdes e temas
emergentes a partir das respostas dos participantes, proporcionando uma compreensao
aprofundada da questdo investigada e seus desdobramentos.

Para complementar essa analise, a triangulacao de dados foi utilizada para fortalecer
a investigagdo. Conforme Trivifios (1987), permitiu cruzar informagdes obtidas de diferentes
angulos e perspectivas, proporcionar melhor exploracdo das entrevistas realizadas com
mestrandos, doutorandos e orientadores e refletir acerca de como as percepcdes sobre o uso de
IA na escrita académica podem variar. Ademais, a triangulacdao envolveu também o referencial
tedrico e a revisao sistematica da literatura, o que possibilitou comparar os dados coletados com
o conhecimento ja estabelecido sobre o tema. Logo, ao integrar as perspectivas dos participantes
e as evidéncias tedricas, foi possivel identificar padrdes consistentes, divergéncias e novas
interpretagdes que enriqueceram o entendimento do fendmeno estudado.

Além de cruzar as informacodes obtidas das entrevistas, da literatura e do referencial
teorico, a triangulagdo também pode considerar os contextos sociais, economicos €
institucionais que influenciam as praticas de pesquisa dos participantes. De acordo com
Trivinos (1987), a triangulag@o ndo se limita a analise de diferentes fontes, mas inclui a reflexdo
critica sobre a formagdo social e as condigdes materiais que moldam os fendmenos
investigados. Nesse sentido, aspectos como o acesso as tecnologias de 1A, a infraestrutura dos
Programas de Pos-Graduacdo e as politicas institucionais que incentivam ou restringem o uso

de ferramentas tecnologicas serdo considerados na andlise. Tal abordagem permitiu
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compreender como a realidade concreta dos mestrandos, doutorandos e orientadores impacta
suas percepcdes e praticas relacionadas a producdo académica com assisténcia da IA,
contribuindo para um entendimento mais holistico do fenomeno.

O processo de andlise de conteudo seguiu trés etapas principais, conforme
delineado por Bardin (2011): a pré-andlise, a exploracdo do material e o tratamento dos
resultados, inferéncia e interpretacdo. Na fase de pré-andlise, os dados foram organizados e
preparados, incluindo a transcri¢do das entrevistas gravadas. Essa etapa envolveu a leitura
flutuante, permitindo que o pesquisador se familiarize com o conteido e desenvolva uma
compreensdo inicial dos dados. Em seguida, na fase de exploragdo, foram definidas as unidades
de contexto e registro, que foram codificadas e classificadas conforme os temas emergentes.
Por fim, na ultima etapa, os resultados foram tratados, realizando-se as inferéncias e
interpretagdes. As categorias e subcategorias foram identificadas e analisadas em profundidade
para extrair significados e relacionar os dados aos objetivos e questdo da pesquisa.

A andlise de contetido, conforme Bardin (2011), em conjunto com a triangulagao
de dados de Trivifios (1987), proporcionou uma abordagem sistemadtica e rigorosa, garantindo
que as interpretagoes das entrevistas fossem bem fundamentadas e contribuissem para o
entendimento sobre o avango e implicagdes do uso de IA na produgdo académica nos Programas

de Pos-Graduacao em Educagdo, na perspectiva do texto hibrido.

4.3 Aspectos éticos de investigacao

Neste trabalho, a pesquisadora se compromete com a prote¢do € o respeito a
dignidade, a integridade, a liberdade e a autonomia dos participantes e instituigdes pesquisadas.
Ademais, compromete-se também com o firme prop6sito de ndo causar danos aos individuos
ou a coletividade, seja de forma imediata ou posterior, direta ou indireta. O projeto foi aprovado
pelo Comité de Etica em Pesquisa (Parecer n® 6.997.346 / CAAE: 81972524.3.0000.5146).

A conducdo das entrevistas seguiu um roteiro, cuidadosamente planejado,
garantindo o conforto e a privacidade dos entrevistados. Cada sessdo foi marcada com
antecedéncia e gravada com o devido consentimento dos participantes. Tanto as instituigdes
quanto os participantes nao serdo identificados e tampouco remunerados pelas colaboragdes.

Fica declarado, aqui, neste trabalho, o comprometimento da pesquisadora com as
instituigdes pesquisadas, apresentando os dados de modo a ndo as individualizar nem expor

académicos e professores a situagdes constrangedoras. A pesquisadora comprometeu-se ainda



117

aretornar os dados de pesquisa as institui¢des investigadas no intuito de colaborar com o melhor

entendimento sobre o uso da IA no ambito da Pos-Graduacao Stricto Sensu em Educagao.
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CAPITULO V

A IA NA ACADEMIA NA VISAO DE MESTRANDOS, DOUTORANDOS E
ORIENTADORES: O QUE DIZEM E POR QUE DIZEM

Este capitulo tem como objetivo analisar as percepgdes de mestrandos, doutorandos
e docentes orientadores sobre a apropriagcdo da IA generativa no processo e no produto de textos
hibridos, a partir de cenarios prospectivos, em dois Programas de Pos-Graduagao Stricto Sensu
em Educagdo de Universidades publicas (UNIO1 e UNIO2), no contexto da integridade
académica. Para apresentacdo dos dados e andlise, os resultados serdo organizados em trés

eixos, devidamente alinhados aos objetivos especificos deste estudo.

e Eixo 1 — Apropriacdes da IA: do pré-projeto submetido a selecdo ao PPGE até o
projeto de qualificagdo;

e FEixo 2 — O texto hibrido na pesquisa e as tarefas que podem ser delegadas a 1A
generativa na elaboracao de teses e dissertagdes;

e FEixo 3 — O texto artesanal e o texto hibrido e seus prestigios diferenciados na

produgdo do conhecimento em Educagao.

A distribuigdo etaria dos participantes da pesquisa revela aspectos relevantes sobre
suas trajetorias académicas e profissionais. Entre os docentes, observamos uma predominancia
de profissionais com idade entre 35 e 64 anos, com destaque para as faixas de 35 a 44 anos (5

docentes) e de 55 a 64 anos (4 docentes), conforme demonstrado no Grafico 2.



119

Grifico 2 — Distribuicao etaria de académicos e docentes orientadores
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Fonte: elaboracdo da autora com base no conteido das entrevistas (julho de 2024 a abril de 2025).

Todos os professores entrevistados possuem entre seis e dez anos de atuagdo como
docentes orientadores nos cursos supracitados, o que denota um nivel significativo de
experiéncia académica e envolvimento consolidado com as praticas de ensino, pesquisa e
orientacdo. Esse dado reforca a ideia de que estes entrevistados ndo apenas dominam as
dinamicas institucionais e curriculares da Po6s-Graduagdo, como também tém vivéncia
suficiente para avaliar criticamente os desafios contempordneos da formagdo cientifica,
incluindo o uso de tecnologias emergentes como a inteligéncia artificial na escrita académica.

Além disso, esses docentes desenvolvem estudos em diferentes linhas de pesquisa
na area da Educacao, voltadas para temas como politicas publicas, curriculo e profissdo docente,
o que amplia a diversidade tedrica e metodologica das andlises feitas sobre o fendmeno
investigado.

No grupo dos académicos, a distribuicdo etaria ¢ mais heterogénea, com maior
concentragdo nas faixas 35 a 44 anos (5 participantes) e 45 a 54 anos (3 participantes), mas com
presenca também de sujeitos mais jovens, entre 19 e 24 anos (1 participante) e de 25 a 44 anos
(2 participantes). Essa diversidade geracional revela diferentes momentos de insercao
académica e profissional, envolvendo tanto recém-formados quanto educadores com trajetoria
docente ou institucional anterior, que buscam aprofundar suas praticas e investir na produgao

de conhecimento cientifico.
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Cabe observar que, a despeito da diversidade de faixas etarias e da experiéncia
profissional dos docentes entrevistados, ndo se constatou, nas falas analisadas, uma correlacao
direta entre idade ou tempo de atuagdo e o posicionamento frente ao emprego da inteligéncia
artificial generativa, especialmente dos modelos generativos de linguagem, na escrita
académica. Essa auséncia de determinismo geracional, ainda que surpreendente diante de
suposi¢des recorrentes no senso comum, indica que a abertura ou a resisténcia a mediagao por
ferramentas de IA generativa na producgao cientifica ndo depende exclusivamente da geragdo a
que pertence o pesquisador, mas pode estar mais relacionada a aspectos como concepgoes de
autoria, compromisso com a formacdo discente, grau de familiaridade com tecnologias
generativas ou valores atribuidos a integridade académica e cientifica.

No contexto da Pos-Graduacgao Stricto Sensu em Educacdo dos cursos pesquisados,
0 que se observa ¢ a emergéncia de tensionamentos éticos, pedagogicos e epistemologicos que
atravessam geragdes, desafiando tanto os docentes quanto os discentes a posicionarem-se
criticamente diante das transformag¢des no modo de produzir, avaliar e legitimar o

conhecimento cientifico.

5.1 Conhecimento e experiéncias com ferramentas de IA Generativa: contrastes entre

docentes e discentes

Antes de iniciarmos as analises de cada eixo descrito anteriormente, faz-se
necessario, de forma geral, apresentar os conhecimentos e as experiéncias relatadas pelos
entrevistados com o uso de ferramentas de inteligéncia artificial generativa.

Os dados analisados revelam um contraste significativo entre docentes orientadores
e académicos no que diz respeito ao conhecimento e a experiéncia com ferramentas de
inteligéncia artificial generativa. Em geral, os docentes apresentam um conhecimento mais
usual e inicial sobre o funcionamento e as potencialidades dessas ferramentas tecnologicas,
concentrando seus posicionamentos nas implicagdes €ticas e formativas de sua utilizacdo na
academia. A fala do professor Frederico (2024) ilustra esse movimento cauteloso, ao dizer que
sabe “Pouco, quase nada, so ouvi falar, ja li algumas coisas, mas utilizar, ndo. Para fins

académicos, ndo, digamos assim, deixa eu ser bem especifico [...]*’.” Tal posicionamento

30 Os trechos das falas dos entrevistados serdo grafados, doravante, em italico.
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revela uma experiéncia funcional incipiente de tais recursos, ainda em fase de descoberta, sem
incorporagdo efetiva a pratica orientadora ou a pesquisa cotidiana.

Quanto aos académicos, mostram-se mais instrumentalizados, ainda que muitas
vezes de forma empirica e autodidata. As ferramentas mais mencionadas por eles sdo o
ChatGPT, tanto em sua versdo gratuita quanto paga, e o Copilot, empregadas para finalidades
de reescrita de trechos, melhoria da argumentacao, organizacao de ideias, traducao e elaboragao
de partes de textos académicos. Em geral, os pos-graduandos relataram vivéncias praticas mais
frequentes e diversificadas com plataformas de inteligéncia artificial generativa, evidenciando
familiaridade na formulagdo de comandos, na avaliacao das respostas geradas e na incorporacao
desses recursos ao fluxo de trabalho da escrita académica. Esse uso, no entanto, varia conforme
a trajetoria individual de interacdo com as tecnologias automatizadas, revelando distintos niveis
de dominio desses recursos.

Alguns discentes relatam inclusive mudancas significativas na sua pratica
académica a partir do contato com essas tecnologias, como o uso apods a qualificagdo ou em
momentos de maior exigéncia produtiva, como ¢ o caso da mestranda Maria (2024) ao dizer
que “/...] chega um momento da sua pesquisa que vocé ja ndo tem criatividade. O Chat pode
te auxiliar nesse sentido”. A maior desenvoltura dos académicos parece estar relacionada ndo
apenas ao interesse pratico, mas a necessidade de responder as pressdes e demandas de escrita
impostas pela P6s-Graduacao, o que os leva a explorar recursos que otimizem o processo de
producdo textual.

Ainda que a IA possa ser uma aliada na superacdo de bloqueios criativos e na
organizagao de ideias, como relatado por alguns discentes, € preciso cautela diante dos riscos
de delegar a ela fungdes interpretativas e autorais. A literacia digital critica, discutida por
Kellner e Share (2007) e por Oliveira e Giacomazzo (2017), aliada a Pedagogia do Prompt
(Santos, 2024) e de Silva (2024), conforme apresentado no Capitulo I, atua justamente como
contrapeso a esses riscos, ao fortalecer a autonomia e a responsabilidade intelectual dos
pesquisadores frente a l6gica algoritmica. Nessa mesma dire¢do, White et al. (2023) refor¢am
que o dominio técnico deve vir acompanhado de uma literacia critica, capaz de evidenciar as
mediacdes ideoldgicas e sociais implicadas no funcionamento de sistemas algoritmicos de
linguagem, bem como seus riscos e possibilidades.

Acreditamos que a distancia observada no dominio de sistemas digitais baseados
em inteligéncia artificial pode interferir diretamente no processo de orientagdo e avaliagdo de
textos hibridos, uma vez que o dominio limitado de alguns professores em relagdo a chatbots

fundamentados em linguagem natural (PNL) tende a dificultar a compreensdo e o
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acompanhamento das estratégias adotadas pelos pds-graduandos sob sua supervisdo. Apenas
dois docentes relataram experiéncias concretas com tecnologias generativas aplicadas a escrita
académica. A professora Luiza, por exemplo, afirmou: “Na pods, quando eu direciono, os
resultados sdo excelentes. Eu tenho ensinado cada aluno a fazer o uso que ele precisa... Eu vou
ensinando cada uma como é que pode usar para contornar uma limitagdo.” Ja o professor
Roberto (2025) relatou ter auxiliado colegas docentes: “Jd compartilhei com colegas, por
exemplo, que estdo escrevendo um artigo e tém dificuldades com a escrita, sobretudo com a
escrita académica, e al eu sugeri que recorressem d ferramenta para revisao.”

Essa disparidade entre docentes e discentes quanto a apropriagdo da [A também
pode ser compreendida a partir do conceito de capital tecnologico-informacional, conforme
proposto por Bocic e Galassi (2017) e Freitas (2004). Tal capital envolve quatro dimensdes
interligadas: financeira, técnica, intelectual e de aplicacdo social que influenciam diretamente
a capacidade dos sujeitos de utilizar, avaliar e aplicar recursos tecnologicos na produgdo do
conhecimento.

As diferengas quanto ao conhecimento, experiéncias e expectativas em relagdo a IA
generativa explicitam um desafio institucional: o de criar espacos de formacdo continua e
compartilhada sobre o uso ético e responsavel dessas tecnologias no contexto da Pos-
Graduacgdo. Como ressalta Mainardes (2023), a promocao da integridade académica e cientifica
nao pode ser compreendida apenas como responsabilidade individual, mas como resultado de
politicas institucionais consistentes, que assegurem condicdes para que todos os atores
envolvidos tenham acesso aos debates, ferramentas e orientagoes necessarias.

Nesse cenario, a capacidade de aplicacao social, conforme proposta por Bocic e
Galassi (2017), diz respeito a disposi¢ao e a habilidade dos sujeitos para utilizar a informagao
de maneira significativa em seus contextos concretos. Essa dimensdo ¢ fortemente
condicionada pelas oportunidades e incentivos institucionais que promovem ou restringem o
uso efetivo das tecnologias digitais no cotidiano académico.

Assim, fortalecer o capital tecnologico-informacional entre docentes e discentes
ndo se resume a uma atualizag¢do técnica, mas configura-se como uma medida estratégica na
qualificacdio do processo formativo, na promo¢do da equidade entre os sujeitos e na
consolidag¢do de uma cultura de integridade académica e cientifica.

O conhecimento e as experiéncias relatadas com o uso da inteligéncia artificial
generativa pelos entrevistados oferecem subsidios relevantes para compreender como esses

sujeitos vém se posicionando diante da incorporagdo de sistemas generativos na Pos-
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Graduacdo. Esse aspecto sera retomado a seguir, nas discussoes sobre a admissibilidade de tais

tecnologias na escrita académica.

5.2 Eixo 1 — Apropriacées da IA: do pré-projeto submetido a selecio ao PPGE até o

projeto de qualifica¢ao

A prética educativa ndo se faz por si s, nem com
receitas. Ela se faz com a escuta, com a sensibilidade,
com a humildade de quem pergunta e se deixa afetar pela
resposta.

Freire e Faundez (1985)

Antes de iniciarmos a andlise desse primeiro Eixo, vale retomarmos o significado
do termo apropriagoes de 1A, que utilizamos nesta tese. Ele ndo faz referéncia ao simples
dominio técnico ou ao aprendizado funcional dessas ferramentas, conforme discutido no
Capitulo II. O conceito de apropriacao adotado estd ancorado na perspectiva de Chartier (2002),
que a compreende como um processo cultural no qual os sujeitos, ao se relacionarem com
objetos ou praticas textuais, atribuem sentidos proprios, reelaboram seus usos e os integram as
suas trajetorias de forma singular. Assim, nesta analise, as apropriagcdes da [A dizem respeito
as formas como os mestrandos, doutorandos e orientadores, optam por integrar ou recusar a
presenca de tecnologias generativas em seus percursos académicos, a partir de valores,
percepgdes e tensionamentos proprios da formacao cientifica em Educagao.

O objetivo deste eixo ¢ analisar, a partir de cendrios prospectivos, as percepcoes de
pos-graduandos e docentes orientadores sobre admitir ou ndo a utilizacao de ferramentas de [A
generativa para auxilio textual, na elaboragdo de pré-projetos de pesquisa submetidos a selecao
para programas de Pds-Graduacdo em Educacdo, bem como para o desenvolvimento dos
projetos de qualificacdo para mestrado e doutorado, considerando a elaboragdo de textos
hibridos.

Para compreender melhor essa dinamica, estruturamos a analise deste eixo em duas
categorias, definidas a priori: resisténcia e admissibilidade. Essa organizacdo permitiu nao
apenas esclarecer os posicionamentos dos entrevistados, mas também explorar as nuances
presentes em seus depoimentos.

A primeira categoria resisténcia contempla os relatos que expressam rejei¢ao a
utilizacao da IA nas etapas mencionadas da pesquisa cientifica. Inicialmente, nomeamos a

segunda categoria como admissibilidade, compreendida como a aceitacdo irrestrita da
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inteligéncia artificial na producao académica, sem limita¢des ou ressalvas. No entanto, durante
a analise dos dados, ndo foram identificados relatos ou posicionamentos que sustentassem tal
aceitagdo ampla. Ao contrario, observamos uma aceitacdo condicionada, vinculada ao
reconhecimento de riscos e limitagdes. Diante disso, decidimos por redefinir a categoria, que
passou a ser denominada admissibilidade condicionada. Nessa nova perspectiva, 0s
entrevistados ndo descartam o uso da IA, mas o condicionam a certos aspectos considerados
imprescindiveis para a preservagao da integridade académica.

Dessa forma, a organizacao deste primeiro eixo segue uma estrutura progressiva:
inicialmente, apresentamos um panorama geral das duas categorias mencionadas, resisténcia e
admissibilidade condicionada (Quadro 3). Em seguida, destacamos as subcategorias associadas
a cada uma delas, detalhando suas especificidades a partir das unidades de contexto
identificadas na andlise de conteudo, conforme os procedimentos metodoldgicos propostos por

Bardin (2011).

Quadro 3 - Panorama geral das categorias e subcategorias em correlacio com os
indicadores de resisténcia e admissibilidade condicionada ao texto hibrido em pré-
projetos e projetos de pesquisa’!

Resisténcia [5] Admissibilidade condicionada [20]
Etica e moral [5] Etica e moral [20];
Autoria [5] Curadoria ativa [20]
Originalidade [5] Autoria [20]
Formacao do pesquisador [5] Originalidade [20]
Falta de regulamentacdo da IA [4] | Acompanhamento do orientador [20]
Plagio [3]

Fonte: Elaborado pela autora com base no conteudo das entrevistas — julho de 2024 a abril de 2025.

Optamos pela andlise de contetido por se tratar de uma abordagem metodologica
capaz de lidar com as subjetividades, ambivaléncias e contradigdes presentes nos discursos dos
participantes, especialmente relevantes em se tratando de um fendmeno recente, controverso e
ainda em consolida¢do como a insercdo da inteligéncia artificial na escrita académica. Além

disso, possibilita a organizagdo sistematica dos resultados, favorecendo a compreensdo das

310 total de 25 registros resulta da dupla inscri¢do de um do entrevistados (Professora Carla), cuja posi¢do foi
considerada em ambas as categorias. Esse caso de sobreposi¢do reflete a natureza nao excludente das
classificagdes, ja que a participante manifesta resisténcia em etapas iniciais (pré-projeto) e admissibilidade
condicionada em fases posteriores da formagao.
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informacdes e facilitando a identificacdo de tendéncias, padrdes e insights relevantes para a
questdo de pesquisa em foco.

E importante informar que, diferentemente das categorias, as subcategorias foram
definidas a posteriori, emergindo das falas dos sujeitos da pesquisa. Embora tenham sido
nomeadas e organizadas com mais precisdo nessa etapa analitica, ja estavam latentes na
elaboracdo do roteiro de entrevistas, orientando a formulagao das perguntas. Vale ressaltar que
tanto as categorias quanto as subcategorias foram contabilizadas apenas uma vez por
entrevistado, independentemente de quantas vezes o tema tenha sido mencionado na mesma
entrevista.

Hé repeticao das subcategorias “ética e moral”, “autoria” e “originalidade” nas duas
categorias. Isso ndo implica em redundancia, mas evidencia, ao contrario, a centralidade dessas
questdes na discussao sobre as implicagdes de ferramentas de IA generativa na Pos-Graduacao.
Essa sobreposicdo revela a complexidade e a necessidade de equacionar os beneficios e os
riscos decorrentes do emprego de ferramentas generativas na produgdo cientifica. Na
resisténcia, essas questdes estdo associadas a preservacdo de valores tradicionais da escrita
académica e a desconfianca quanto a legitimidade de textos assistidos por tais recursos
tecnologicos. Ja na admissibilidade condicionada, esses mesmos critérios sdo ressignificados
como principios reguladores que podem orientar o uso €ético e consciente dos sistemas
generativos, sem descaracterizar a autoria humana.

Em sintese, a recorréncia dessas subcategorias nas duas posi¢des analisadas
confirma sua condicdo de eixos estruturantes do debate. Tal como apontam Lopes, Forgas e
Cerda-Navarro (2024), ética e moral sdo mobilizadas como categorias que ingressam no
circuito conflituoso da apropriagdo da [A na escrita académica, ora operando como barreiras de
resisténcia, ora como fundamentos para uma admissibilidade com ressalvas.

Além disso, ¢ importante destacar que as unidades de contexto que serdo
apresentadas nos quadros 4 e 5 ilustram o posicionamento dos investigados, sem repeti¢ao de
outras unidades de contexto com o mesmo significado. Apenas nos casos em que houver
variagdes relevantes entre elas € que estas serdo apresentadas, garantindo uma analise objetiva

e focada na diversidade e representatividade das percepgdes captadas.

5.2.1 Resisténcia

A categoria resisténcia ¢ composta exclusivamente por docentes, totalizando cinco

entre os doze professores entrevistados nesta pesquisa. Embora a amostra também inclua os
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académicos, nenhum deles apresentou posicionamento que pudesse ser enquadrado como
resisténcia ao uso da inteligéncia artificial generativa. Essa auséncia ndo indica desconsideragao
desse grupo, mas revela uma diferenca significativa nas formas como professores e discentes
percebem e se relacionam com a presenca da IA no processo de escrita académica.

Os professores reunidos nesta categoria expressaram posicionamentos contrarios ao
emprego da IA na elaboracdo de pré-projetos e projetos de qualificacdo, manifestando
preocupacdes centradas no impacto dessa pratica sobre a formagao do pesquisador. Para eles,
ao assumir fungdes no processo de escrita, essa tecnologia pode comprometer dimensdes
essenciais como a criatividade, o pensamento critico e a capacidade reflexiva, consideradas
fundamentais na constituigdo de uma autoria cientifica so6lida e no desenvolvimento da
autonomia intelectual.

Esse posicionamento encontra respaldo no que foi discutido na se¢ao anterior, que
evidenciou um contraste significativo entre docentes e discentes no que se refere ao dominio, a
motivagdo e a experiéncia pratica com ferramentas de IA generativa. Enquanto os professores
demonstram uma abordagem ainda incipiente e predominantemente cautelosa, ancorada em
preocupacdes €ticas e pedagdgicas, os discentes apresentam maior desenvoltura na utilizacao
dessas tecnologias, ainda que de forma empirica.

Tal cautela por parte dos docentes, longe de representar simples resisténcia a
inovagdo, pode ser compreendida como uma postura ética e pedagogica diante das incertezas
que cercam o uso da IA na educagdo superior. Conforme defendem autores como Limongi
(2024) e Tedesco e Ferreira (2023), o avango das tecnologias generativas exige das instituicdes
e dos sujeitos académicos nao apenas abertura a experimentagao, mas também responsabilidade
na avaliacao de seus impactos sobre a autoria, a formagao e a integridade cientifica.

Essa postura docente contrasta com a atitude mais aberta demonstrada pelos
discentes, ainda que em bases empiricas, e tal diferenca parece influenciar diretamente os
modos como cada grupo compreende os efeitos da IA sobre a escrita académica e o processo
formativo do pos-graduando. A auséncia de académicos na categoria resisténcia, portanto, nao
¢ apenas um dado numérico, mas expressa uma divergéncia importante quanto ao capital
tecnoldgico-informacional e as representagdes sobre o papel da escrita na formacgao cientifica,
como ja delineado anteriormente no Capitulo II. Assim, as preocupagdes levantadas pelos
docentes resistentes se articulam a uma concepcdo da escrita como espago formativo
insubstituivel, cuja terceirizagdo precoce pode comprometer o desenvolvimento pleno do

pesquisador em formacao.
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Dessa categoria derivaram seis subcategorias: ética e moral, autoria, originalidade,
formagdo do pesquisador, falta de regulamentag¢do formal e plagio, que emergiram a

posteriori, a partir de criteriosa analise das entrevistas (Quadro 4).

Quadro 4 — Subcategorias da “Resisténcia” quanto ao uso da IA na elaboracio de pré-
projetos e projetos de pesquisa

Subcategoria Unidades de contexto

“Risco de controle, risco de ndo ter praticas responsaveis, risco de
Etica e Moral [5] sabotagem da pr'c')pria inteligéncia artificial, risco de ética na
pesquisa” (Frederico, 2024).

“[...] eu t6 muito ainda sabe, na defesa da autoria, porque nesse
caso ai ¢ um texto compartilhado, ndo com uma outra pessoa, mas
com informacgdes que vém da inteligéncia artificial” (Professora,
Joelma, 2024).

“O risco que o pos-graduando tem ¢é de se encantar por um texto,
um problema, uma indagacdo, uma questdo de pesquisa de outra
Originalidade [5] pessoa e fugir da tarefa essencial que ele tem de produzir uma
questdo original, que vai ao encontro de suas inquietacdes
subjetivas” (Professora Carla, 2024).

Autoria [5]

Falta de “ndés nao temos ainda normatizada em nenhum programa de
regulamentacdo formal | Pos-Graduagdo que eu conhega [...] o uso da IA generativa [...] ndo
[4] ¢ uma producao dela, né? E de outra pessoa ou de [...] uma

maquina [...]” (Professora, Helena, 2024).

“[...]JA partir do momento em que vocé utiliza a [A, é mais pratico,
¢ mais rapido, € facil o acesso. Entretanto, ha um esvaziamento
de pesquisa, de investimento do estudo [...]. A pesquisa, ela

Formagao do ) R : ~
exige de vocé um tempo, ela exige um estudo, uma reflexdo

pesquisador [5] e e : ’ i
teorica, uma reflexdo critica, e na IA, as vezes, é pronto. Nao ¢
essa reflexao critica” (Professora, Flavia, 2024).

Plagio [3] “Eu acho que um dos problemas seria o plagio. [...] sou uma

ignorante em relacgao a essas tecnologias artificiais, mas eu acho
complicado. Quem entra numa Pés-Graduacio tem que saber
que vai ter que escrever, vai ter que ler muito. [...] ¢ um
processo de muita dedicacdo, de muita disciplina” (Professora,
Joelma, 2024).

Fonte: Elaborado pela autora com base no conteudo das entrevistas — julho de 2024 a novembro de 2025.

Dentre os cinco docentes que expressaram posicionamentos enquadrados na
categoria da resisténcia, destaca-se o caso da professora Carla, cuja postura revela nuances que
a inserem simultaneamente também na categoria da admissibilidade condicionada. Embora
rejeite o uso da [A por candidatos a Pos-Graduagdo na redacdo de partes do pré-projeto, por

considerar que essa etapa exige a formulagdo de uma proposta original, enraizada nas
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inquietagdes pessoais ¢ académicas do pesquisador, sua posi¢cdo se flexibiliza em contextos
mais avancados da formacao. Nessas etapas, ela admite a possibilidade de recorrer a 1A, desde
que o pesquisador ja tenha desenvolvido discernimento, base tedrica e autonomia intelectual
suficientes para garantir o protagonismo humano no processo.

Essa dupla inscrigdo da professora Carla nas categorias de resisténcia e
admissibilidade condicionada evidencia que os posicionamentos dos participantes ndo sio
estaticos nem univocos, mas atravessados por gradagdes, contextos e critérios situacionais. Tal
constatacdo reforca a necessidade de compreender a resisténcia ndo como uma rejei¢cdo absoluta
a inteligéncia artificial, mas como um campo discursivo estruturado por valores, principios e
percepgdes que condicionam sua aceitacao.

Com base nessa compreensdo, a analise a seguir examina como esses fundamentos
se materializam nas falas dos docentes, permitindo identificar ndo apenas a recusa explicita ao
uso da IA generativa, mas também as justificativas éticas, epistémicas e¢ formativas que
sustentam tal posicionamento.

A seguir, apresentamos as subcategorias que compdem essa matriz argumentativa
da resisténcia, com base nas falas dos docentes que expressaram preocupagdes quanto aos
impactos éticos, formativos e epistémicos do uso da IA na elaboracdo de textos académicos na

P6s-Graduacao.

5.2.1.1 Etica e moral

A primeira subcategoria emergente da categoria resisténcia diz respeito as
dimensdes €tica e moral, destacadas por todos que compdem este grupo. As preocupagdes dos
docentes se dividem entre os ambitos institucional e individual, ambos considerados
fundamentais para assegurar a integridade académica e cientifica na utilizagdo de ferramentas
de inteligéncia artificial generativa como assistentes de escrita.

No plano institucional, a auséncia de normatiza¢des formais que orientem a adogao
¢tica da [A generativa em textos académicos compromete os principios que deveriam nortear a
formagdo e a producdo cientifica na Pos-Graduagdo, evidenciando um descompasso entre
praticas emergentes € mecanismos de regulacdo. Para quatro dos cinco docentes, essa lacuna
ndo ¢ apenas uma falha administrativa, mas um fator que fragiliza a clareza sobre os limites
aceitaveis de uso dessas tecnologias, deslocando para o terreno da incerteza questdes centrais

como autoria, originalidade e responsabilidade. Assim, a indefini¢do normativa funciona como
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um vetor de inseguranca institucional, refor¢cando percep¢des de risco e alimentando
resisténcias diante da apropriagdo da [A na escrita académica.

Como estratégia para enfrentar esses desafios, os docentes orientadores
entrevistados que se enquadram nessa categoria sugerem a implementacdo de acgdes
institucionais estruturadas, como a formacao continuada de docentes e a inser¢do do tema da
IA nos curriculos da Pos-Graduagdo, garantindo que tanto orientadores quanto orientandos
possam refletir criticamente sobre tais questdes, sendo essas medidas compreendidas como
condig¢do indispensavel para evitar a banalizacdo do emprego desse tipo de recurso e preservar
a integridade da formagao cientifica.

Por outro lado, no plano individual, os docentes expressaram preocupagdo com o
enfraquecimento da responsabilidade e do protagonismo do pesquisador em relacdo ao proprio
estudo, trazendo implicagdes éticas. Um dos principais riscos apontados ¢ a possibilidade de o
estudante recorrer a ferramentas de IA generativa sem desenvolver as competéncias necessarias
para formular uma pergunta de pesquisa original, comprometendo o engajamento autoral e o
amadurecimento critico.

Além disso, mencionaram o risco de que candidatos menos preparados sejam
aprovados, uma vez que, segundo eles, os chatbots podem mascarar fragilidades textuais. Para
os professores que compdem essa categoria, essa pratica tende a favorecer uma postura
reprodutiva e acomodada, afastando o pesquisador de um envolvimento ativo com a construgao
do conhecimento.

Esse quadro sugere, mais do que um receio pontual, a percepcao de que o uso
indiscriminado da IA pode instaurar uma légica de dependéncia, em que o estudante abdica de
sua agéncia formativa. Nessa leitura, o problema ndo se restringe a falhas técnicas, mas
compromete a autoria, ao fragilizar o engajamento autoral do pesquisador e tensionar seu papel
na construgdo do conhecimento pela delegagdo excessiva de tarefas cognitivas a maquina.

Ao serem observadas em conjunto, as dimensdes institucionais e individuais se
reforgam mutuamente, compondo um panorama de resisténcia que associa a auséncia de
diretrizes claras a perda de responsabilidade autoral, produzindo um cenério de vulnerabilidade
ética e formativa diante do uso da A generativa.

Tal inquietacdo ética aparece de forma contundente na fala do professor Frederico
(2024), que questiona a legitimidade do reconhecimento académico quando o estudante faz uso
da IA na elaboragdo de seu trabalho. Para ele, se a construcdo e as ideias partem da inteligéncia
artificial, o diploma deveria ser concedido ao computador, que, como ironiza “ndo precisa de

diploma”. Sua percepcao reforca a ideia de que a aplicagao indiscriminada de recursos de [A
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representa uma sabotagem ao proprio sentido da pesquisa, ao deslocar o sujeito do centro da
producdo do conhecimento.

Os professores também manifestaram receio diante de uma “dominacao” da
tecnologia e percebem seus efeitos como inevitaveis e perigosos. Acreditam que os sistemas
generativos alteram de forma irreversivel a ldgica da produgdo académica e ndo vislumbram
possibilidades concretas de controle, ressignificacdo ou apropriagdo critica da tecnologia no
contexto formativo. Essa percepcao ndo se limita a uma opinido circunstancial, mas se aproxima
do que Feenberg (2013a) denomina abordagem determinista, na qual a técnica assume um papel
auténomo e dominante nos processos formativos. Nessa chave interpretativa, a agéncia do
sujeito ¢ minimizada e o impacto da IA na pesquisa aparece como um destino inescapavel,
alimentando uma visao pessimista que fortalece a resisténcia docente e estreita os horizontes
de reflexd@o sobre usos alternativos da tecnologia.

Esse enquadramento determinista, identificado nas percepgdes docentes, reforga a
ideia de uma tecnologia que se impde de forma autdnoma e inevitavel. Todavia, ndo € a Gnica
interpretacdo possivel: em oposicao a essa logica, Feenberg (2022) propde o construtivismo
critico da tecnologia, segundo o qual os artefatos tecnoldgicos sdo produtos de disputas sociais,
culturais e politicas, e, portanto, passiveis de ressignificacdo. Nessa concepcao, a tecnologia
ndo ¢ uma via de mao Unica, mas um campo de disputas em que os sentidos e 0s usos podem
ser transformados por sujeitos individuais e coletivos, possibilitando uma adogao ética, critica
e formativa da técnica, orientada por escolhas deliberadas e situadas.

Essa possibilidade de reconfiguracdo critica da tecnologia, entretanto, s6 pode se
realizar se houver governanga académica (Limongi, 2024), que enfatiza a necessidade de
politicas institucionais claras, protocolos éticos e espacos formativos que assegurem o emprego
consciente de modelos de linguagem na producdo cientifica. Para o autor, resistir ao
determinismo técnico exige um projeto pedagogico que va além da normatizagdo punitiva: é
preciso fomentar o protagonismo autoral, a responsabilidade investigativa e o debate €tico sobre
a mediacdo algoritmica na escrita académica. Nesse sentido, a resisténcia docente ndo deve ser
vista apenas como conservadorismo, mas como alerta frente a auséncia de estruturas
institucionais capazes de orientar a apropriacdo critica dessas tecnologias, como também
defendem Sampaio, Sabbatini e Limongi (2024) ao proporem diretrizes para o uso ético da [A
na educagdo superior.

Além das questdes relacionadas a ética, autoria e originalidade, emergem também

barreiras de ordem subjetiva e cultural, que evidenciam como a resisténcia ndo se limita a



131

aspectos técnicos, mas envolve dimensdes formativas e simbolicas. Esse aspecto aparece de

modo ilustrativo na fala a seguir:

As principais barreiras sdo o medo do novo e do desconhecido, a falta de cultura para
receber e apropriar da inovag@o. Nos ainda ndo temos essa cultura. Eu, pelo menos,
ndo tenho ainda uma cultura firmada de apropriacdo das inovacgdes. Uma outra
barreira é o preconceito que a gente tem com relagdo a IA e o seu real potencial
(Professora Carla, 2024).

Esse depoimento revela que a resisténcia a inteligéncia artificial na Pos-Graduagao
também se ancora em dimensdes subjetivas e culturais, como o “medo do novo” e o
“preconceito com relagdo a IA”, ambos associados a auséncia de familiaridade, a inseguranga
diante do desconhecido ¢ a falta de uma cultura formativa que sustente a apropriacdo critica
dessas tecnologias. Nesse sentido, sua posicdo ndo expressa uma recusa absoluta, mas uma
inquietacdo legitima frente a rapida insercao de ferramentas que desafiam formas consolidadas
de autoria, escrita ¢ avaliagdo na Pos-Graduagao.

Tal interpretagdo encontra respaldo em Santaclla e Braga (2023, p. 8), que
descrevem a chegada da inteligéncia artificial generativa como marcada por “efeitos capilares
de transformac¢do” e uma “intensidade desconcertante”, justamente por atingir o “cerne da
constitui¢do humana: seu potencial para a producao de linguagens”. Embora tratem do campo
artistico, suas reflexdes sdo transferiveis ao contexto académico, na medida em que ambos os
dominios se organizam em torno da criagao de sentidos e da legitimidade da autoria.

De modo semelhante ao que ocorre nas artes, também na ciéncia as resisténcias se
enraizam em preconceitos, nostalgias e ideias fixas. O desconforto diante da IA ndo decorre
apenas de lacunas técnicas, mas do modo como concebemos a producao de conhecimento. Essa
constatagdo reforga a urgéncia de incluir, na formacdo académica, espagos criticos e
institucionalizados de debate, ndo apenas para mitigar medos, mas sobretudo para qualificar
eticamente a apropriagdo da tecnologia.

Em sintese, nessa subcategoria “€tica e moral”, a assisténcia da IA no texto
académico ¢ vista como um recurso que pode ameagar os principios de honestidade intelectual,
comprometendo a autenticidade do trabalho cientifico e o processo formativo dos
pesquisadores. A resisténcia docente se baseia em preocupagdes legitimas com a integridade
da formagao académica, o protagonismo autoral e a preservagao de critérios éticos na produgao
cientifica.

Esses docentes temem que a utilizagdo indiscriminada dessas ferramentas

comprometa o desenvolvimento critico dos pesquisadores, sobretudo diante da auséncia de



132

diretrizes claras e de uma cultura institucional de inovagdo. Embora se aproximem de uma
leitura determinista, tais percepcdes expressam o compromisso com uma formagdo ética,
situada em um campo de disputas culturais, formativas e epistemoldgicas.

A luz dessas percepgdes, passamos a subcategoria falta de regulamentagio formal
para o uso de IA, na qual as entrevistas evidenciam como a auséncia de diretrizes institucionais
claras € percebida pelos docentes como um fator que amplia os riscos ja mencionados no eixo
¢ético, criando um cenario de incerteza quanto aos limites e responsabilidades no uso da IA

generativa na P6s-Graduagao.

5.2.1.2 Falta de regulamentacio formal para o uso da IA

A subcategoria “falta de regulamentacdo formal sobre o uso da IA”, mencionada
por quatro dos cinco docentes da categoria resisténcia, estd intimamente articulada as
preocupagdes éticas ja discutidas. Para os entrevistados, a auséncia de diretrizes especificas que
orientem a producao académica mediada por IA representa um dos principais entraves para sua
aceitacdo. Sem parametros claros que definam o que ¢ aceitavel ou ndo, a integracdo da IA se
torna um campo de incertezas, no qual critérios de autoria, originalidade e responsabilidade
acabam sendo relativizados ou simplesmente ignorados.

Esse panorama impacta diretamente a atuacao docente, pois dificulta a defini¢ao de
critérios objetivos para orientar e avaliar a produgdo cientifica assistida por IA. Como indicam
os entrevistados, a inexisténcia de marcos regulatorios sobre o uso dessas ferramentas
compromete ndo apenas a clareza das exigéncias académicas, mas também a integridade dos
processos avaliativos, tornando-os vulneraveis a distor¢cdes ou praticas ndo alinhadas aos
principios da Poés-Graduagdo. Essa auséncia de regras fragiliza a garantia da integridade
cientifica e dificulta a avaliagdo equitativa dos trabalhos, como alertam Pimentel, Azevedo e
Carvalho (2023), ao defenderem a importancia de declara¢des formais e transparentes sobre o
emprego da [A nos textos académicos.

Azambuja e Silva (2024) refor¢am essa andlise ao apontarem que muitos
professores ainda ndo se sentem tecnicamente preparados para lidar com textos produzidos com
apoio de IA, o que contribui para a sensacdo de inseguran¢a institucional diante dessas
inovagoes. Para os autores, essa lacuna formativa pode ser um fator que alimenta a resisténcia
docente, uma vez que, diante da rapidez com que essas tecnologias foram incorporadas ao
cotidiano académico, ainda faltam espacos institucionais para reflexdo, orientagao e atualizagao

sobre seus usos éticos e pedagdgicos na formagao cientifica.
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Essa percepg¢ao ¢ corroborada pelo depoimento de uma professora que, embora nao
integre a subcategoria resisténcia, revela a auséncia de debate institucionalizado sobre o tema:
“No PPGE ndo tem, inclusive a gente nunca discutiu sobre isso, ndo. No ultimo processo
seletivo ndo teve discussdo sobre isso. Eu acho que alguns colegas nem conseguem perceber
porque ndo usam. Quem ndo usa, ndo consegue perceber” (Professora Luiza, 2025). Essa fala
aponta para algo que me parece central: a necessidade de integrar normatizagdo e formagao no
enfrentamento dos desafios trazidos pela IA generativa (Li et al., 2025; Santaella, 2023c;
Santos, 2023; Sampaio; Sabbatini; Limongi, 2024).

Quando esse movimento ndo acontece, dificulta o reconhecimento dos impactos
reais dessa tecnologia na pesquisa e na propria dinamica dos processos seletivos, especialmente
por parte de quem ainda ndo teve contato direto com elas.

Diante desse cenario, a resisténcia docente nao deve ser interpretada unicamente
como uma postura conservadora, mas também como consequéncia da caréncia de politicas
institucionais que possibilitem uma apropriagao critica e contextualizada dos recursos de IA.
Nesse sentido, Tedesco e Ferreira (2023) ressaltam que cabe a P6s-Graduagdo em Educagdo
assumir um papel ativo na construcao de condigdes formativas e normativas que orientem o uso
ético dessas tecnologias, contribuindo para a prevengao de desvios e o fortalecimento de uma
cultura institucional pautada na integridade académica. Essa responsabilizacdo institucional ¢
refor¢ada por Limongi (2024), que propde o conceito de governanga académica da [A como
alternativa ao determinismo técnico. Na perspectiva do autor, a universidade deve ir além das
sangdes formais e investir na construcdo de espacos pedagogicos, éticos e deliberativos para
refletir sobre a integracdo critica das tecnologias algoritmicas no ambito da formagdo
académica.

Esse cenario de auséncia normativa também se associa a uma dimensao mais sutil,
porém ndo menos significativa: a do silenciamento institucional diante do uso da inteligéncia
artificial na escrita académica. Tal silenciamento nao decorre de proibigdes explicitas, mas de
uma omissao normativa que gera ambiguidade, inseguranga e fragilidade tanto na orientagdo
quanto na avaliacdo dos textos com assisténcia de IA. O professor Frederico (2024) expressa
essa inquietacdo ao afirmar: “formas legais, se sdo proibitivas, isso tem que estar explicito. Se
ndo diz nada, ndo é proibitivo. [...] Se ndo faz mengdo, fica nos casos omissos. Isso é bem
complicado. Eu acho que os programas tém que comegar a enfrentar isso. O nosso nao enfrenta
ainda.”

Essa constatacdo pode ser analisada a luz da epistemologia critica das politicas

educacionais, conforme proposta por Mainardes (2006). A auséncia de diretrizes institucionais
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sobre o uso da inteligéncia artificial na P6s-Graduag@o ndo deve ser interpretada como simples
omissdo administrativa. Trata-se de um siléncio que carrega implicagdes politicas e
epistemologicas, inscrito em disputas sobre o que € reconhecido como conhecimento legitimo,
sobre os sujeitos autorizados a produzi-lo e sobre os valores que sustentam a formacao
cientifica.

Nesse sentido, considerando a articulagdo entre os contextos macro ¢ micro das
politicas educacionais, o enfrentamento dessas lacunas demanda a escuta ativa da comunidade
universitaria e a construgao coletiva de normativas que promovam a integridade académica e o
compromisso ético com a produ¢do do conhecimento.

O trecho da professora Helena (2024) sintetiza de forma contundente essa
preocupacao: “Eu acho que um dos caminhos seria a formagdo dos professores, para entender
como a inteligéncia artificial opera, como ela pode ser usada e como pode ser avaliada. Isso
ndo é responsabilidade individual, é uma responsabilidade institucional.” Essa compreensao
dialoga com o que esta previsto no ordenamento juridico brasileiro. Tanto o Marco Civil da
Internet (Lei 12.965/2014) quanto a Politica Nacional de Educacdo Digital (Lei 14.533/2023)
reconhecem o acesso as tecnologias e formagao para o uso critico das tecnologias digitais como
dimensdes constitutivas da cidadania.

Nesse contexto, a auséncia de politicas institucionais sobre a adogdo da IA
generativa na Pos-Graduagao representa nao apenas uma lacuna administrativa, como também
uma negligéncia em relacdo a direitos educacionais assegurados legalmente. A formulagado
dessas diretrizes ndo deve ocorrer de forma isolada ou reativa, mas sim articulada as orientagdes
publicas mais amplas. Como destaca a Unesco (2024), politicas institucionais sobre a
incorporagdo da inteligéncia artificial na educacdo devem estar ancoradas em marcos
regulatérios que garantam a seguranga, a transparéncia e a ética, promovendo o direito a
educagdo em contextos digitais cada vez mais complexos, nos quais a inclusdo digital e o
letramento midiatico se tornam pilares para a formagao critica e cidada.

No contexto investigado, nenhum dos programas analisados possui, at¢ 0 momento,
uma regulamentacdo formal sobre o emprego da inteligéncia artificial na producdo académica.
A tUnica exigéncia que foi mencionada por um dos docentes ¢ a entrega de uma declaracdo de
originalidade apos a defesa, etapa que antecede o depdsito final do trabalho nos repositorios
institucionais. Ainda assim, essa exigéncia nao aborda diretamente a aplicacdo dessas
tecnologias, tampouco orienta sobre como ela deve ser comunicada ou tratada ao longo do

processo de pesquisa e redacao.
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Apesar dessa lacuna institucional, algumas iniciativas pontuais emergem como
alternativas vidveis, como ¢ o caso do grupo de estudos EducaSociologias, do qual participo.
Nesse coletivo, composto por mestrandos, doutorandos e professores, € pratica comum que 0s
pesquisadores informem a banca examinadora, ja na etapa da qualificagdo, se houve ou ndo uso
de IA em seus textos. Essa transparéncia € vista como uma forma de assegurar a integridade do
trabalho e fomentar uma cultura de responsabilidade compartilhada. Como observa Feenberg
(2022), sao nesses movimentos de apropriacao critica e organizacao local que a tecnologia pode
ser ressignificada, transformando-se de uma ameaga incerta e pouco delimitada em uma pratica
situada e eticamente conduzida.

Essas acdes, embora localizadas, evidenciam a urgéncia de um posicionamento
institucional mais amplo e sistematizado, capaz de garantir que o uso da IA na pesquisa seja
orientado por critérios éticos, pedagdgicos e técnicos. Como reforca Mainardes (2023b), a
auséncia de regulamentagdo clara ndo apenas fragiliza a ética na pesquisa, mas também
compromete o papel formativo da Pés-Graduagdo ao deixar estudantes e docentes sem
referéncias para lidar com os dilemas e desafios impostos pelas tecnologias emergentes.

Nesse sentido, regulamentar ndo significa restringir, mas estabelecer pardmetros
para a aplicacdo critica, transparente e responsavel. A criacdo de diretrizes claras, aliada a
formagao critica da comunidade académica, ¢ condi¢do fundamental para que esses sistemas
sejam integrados de forma legitima a produ¢do cientifica, sem enfraquecer os principios de
autoria, originalidade e integridade académica que orientam a formacao stricto sensu.

Considerando esse contexto de auséncia normativa e seus reflexos sobre a
integridade académica, a subcategoria seguinte aborda a autoria, discutindo como os docentes
da resisténcia entendem a preservacao do protagonismo humano diante do avanco da TA

generativa e dos desafios que ela impde a escrita académica.

5.2.1.3 Autoria

A subcategoria autoria, mencionada por todos os participantes da pesquisa,
evidencia sua relevancia nas percepcdes docentes. No grupo da resisténcia, sobressai a defesa
da producdo textual como expressao singular da trajetéria e do pensamento do pesquisador.
Para esses docentes, a autorizagdo do uso da IA desde a elaboragao dos pré-projetos
compromete essa dimensao formativa essencial, pois fragiliza a autonomia intelectual e afasta

o autor de sua posi¢do central no processo de escrita.
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Os participantes enfatizaram que a autoria cientifica implica ndo apenas a assinatura
do texto, mas a elaboragdo consciente de cada uma de suas partes, desde a defini¢do do
problema até as escolhas metodologicas e tedricas que sustentam os argumentos. A utilizagao
da IA, nesse contexto, ¢ vista como um risco de descaracterizacdo da autoria cientifica,
sobretudo quando sua atuagdo se aproxima da substitui¢ao do pesquisador em etapas cruciais
da produgdo académica.

A preocupagao com a manutengao da autoria manifesta-se, por exemplo, na analise
da professora Joelma (2024), que questiona a legitimidade do uso da inteligéncia artificial ja na
etapa de seleg@o para a P6s-Graduagdo. Para ela, essa permissao poderia abrir precedentes para
o uso indiscriminado da tecnologia ao longo de todo o percurso formativo, inclusive na reda¢ao
de dissertacdes e teses, comprometendo a avaliagdo da real contribui¢do do pesquisador. Sua
posicao reflete a inquietacdo com a criagdo de uma “zona de incerteza” sobre a origem dos
textos, o que, segundo ela, fragilizaria a credibilidade da produgdo académica.

De modo geral, os docentes que compdem essa categoria compreendem que a
autoria ndo se resume a producao literal das palavras, mas a capacidade de construir, argumentar
e sustentar um posicionamento tedrico-metodologico ao longo da escrita. A centralidade do
pesquisador nesse processo ¢ vista como inegociavel, por conferir legitimidade a producao
cientifica e assegura a formacao plena do mestrando ou doutorando.

Essas preocupagdes, recorrentes entre os docentes dessa categoria, ancoram-se em
concepcdes tradicionais de autoria cientifica, entendida como expressdo singular do
pensamento do pesquisador e fruto de um processo formativo reflexivo. Nesse caso, a
inquietagdo com o uso da IA se relaciona ao risco de diluicao desse protagonismo autoral, visto
como essencial para a qualidade e legitimidade da produgdo académica. Na sequéncia, a analise
volta-se a subcategoria originalidade, examinando como os docentes da resisténcia associam a
preservacao da autoria a defesa de que o texto académico expresse contribuigdes inéditas e

alinhadas as inquietagdes intelectuais do pesquisador.

5.2.1.4 Originalidade

A subcategoria originalidade, mencionada por todos os docentes que compdem a
categoria da resisténcia, mantém relagao direta com as preocupacdes expressas na subcategoria
anterior. Se a autoria diz respeito a atribuig¢do legitima do texto ao pesquisador, a originalidade
refere-se a capacidade de produzir algo novo, mesmo quando apoiado em referéncias ja

consolidadas. Os docentes entendem que a producdo cientifica deve refletir uma contribuigao
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singular, fruto de um percurso formativo que favoreca a elaboragdo critica, a criatividade e o
engajamento intelectual. Para esse grupo, o uso de inteligéncia artificial em fases iniciais da
formagdo, como na elaboragdo de pré-projetos, comprometeria a originalidade por induzir o
pesquisador a depender de contetidos que ndo expressam suas proprias inquietacdes ou
compreensdes. A critica reside menos no emprego da tecnologia em si e mais na sua apropriacao
acritica, que pode transformar a escrita em um exercicio de colagem de ideias previamente
organizadas, enfraquecendo o processo formativo € o potencial de contribui¢ao original nas
teses e dissertacoes.

Nesse sentido, a escrita académica ¢ compreendida como espaco de construgdo
subjetiva e elaboragao criativa, o que requer tempo, leitura, didlogo com a area e capacidade de
formular perguntas proprias. Algumas docentes entrevistadas chamam ateng¢@o para o risco de
esvaziamento da reflexao critica e da elaboracao autoral nos textos produzidos com o apoio de
IA, ao destacarem que a escrita cientifica exige esforco, dedicagdo e amadurecimento
intelectual e ndo pode ser substituida por solucdes automatizadas que prescindem do
envolvimento reflexivo do pesquisador.

Essa preocupacdo também ¢ abordada por Santos (2024), embora com um
deslocamento importante: em vez de situar o problema exclusivamente na presenga da
inteligéncia artificial, ela amplia o diagnostico, dizendo que a crise da autoria ¢ mais profunda,
anterior e estrutural. Segundo a autora, a permanéncia de modelos pedagodgicos centrados na
repeticdo e na resposta certa, o que denomina pedagogia da resposta, compromete ha décadas a

formacao de sujeitos autorais tanto na escola quanto na Pds-Graduacdo.

Nos grupos de pesquisa ndo ha, muitas vezes, esse exercicio de autoria. Muitas vezes
os orientadores demandam, cobram, mas no criam com 0s grupos espagos para que
a autoria seja refletida e debatida. [...] E o que eu estou falando aqui em contextos de
pos pode ser totalmente transposto para a sala de aula na escola basica (Santos, 2024,
40min—41min)*2.

Nesse sentido, observa-se uma critica convergente a perda da autoria, mas motivada
por fundamentos distintos: enquanto os docentes atribuem esse risco ao uso acritico da IA, a
autora vincula a uma cultura educacional que historicamente desvaloriza o processo de
construgdo intelectual e ndo fomenta praticas de autoria e questionamento. A autora

complementa ao destacar que o problema ndo esta apenas na tecnologia, mas em modelos

32 Trata-se de fala publica da Professora Edméa Santos em conferéncia disponivel no YouTube: Aula inaugural do
Programa de Po6s-Graduagdo em Educagdo da UFRJ: A crise da autoria na pesquisa académica em tempos de
inteligéncia artificial generativa (2024). O tempo indicado refere-se & minutagem do video e ndo a uma entrevista
realizada no ambito desta pesquisa. Disponivel em: https://www.youtube.com/watch?v=FUFvGIAYDIA.
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formativos que negligenciam o tempo da reflexdo, a mediacdo pedagdgica e o cultivo de
trajetdrias autorais na formacao cientifica.

Conforme explicitado no Quadro 4, esse entendimento encontra eco nas respostas
das professoras como Carla (2024) e Flavia (2024), que associam a originalidade a expressao
das inquietagdes subjetivas e a construgdo tedrica propria, reafirmando que a escrita académica
deve refletir um percurso intelectual singular e comprometido com a produg@o de conhecimento
critico. Para elas, a originalidade ndo pode ser simulada nem reduzida a uma performance
textual, pois emerge do vinculo entre autoria e elaboragdo critica.

Dessa forma, a defesa da originalidade feita pelos docentes resistentes assume um
carater ético e epistemologico, ao posicionar a escrita como atividade fundante da produgao de
conhecimento e como experiéncia de autoria critica. A preocupacao com os impactos da IA
articula-se a um ideal formativo mais amplo, no qual o texto académico deve refletir a
singularidade do pesquisador em formagdo e ndo apenas cumprir exigéncias técnicas ou
responder a ldgicas de produtividade.

Essa tensdo, como sera aprofundada na subcategoria seguinte, desafia as
possibilidades de um equilibrio possivel entre o emprego de sistemas baseados em inteligéncia
artificial e a preservacao da autoria académica, mesmo quando essa integracdo ¢ mediada por
critérios éticos, pedagogicos e formativos. Tais receios ganham contornos mais precisos nas
categorias seguintes, especialmente quando surgem propostas de adogdo da tecnologia
condicionadas a preservacdo da autoria, da mediacdo docente e da originalidade como valor
formativo e epistémico.

Assim, a critica a perda de originalidade nao se limita a rejei¢cao da tecnologia, mas
se funda em uma defesa mais ampla da integridade cientifica e do papel da escrita como préatica
constitutiva do pensamento no campo da pesquisa em educagdo. Por fim, na sequéncia, a analise
volta-se a subcategoria formag¢ao do pesquisador, destacando como os docentes da resisténcia
articulam autoria e originalidade a necessidade de percursos formativos que priorizem a

autonomia intelectual e o amadurecimento critico.

5.2.1.5 Formacio do pesquisador

A subcategoria formagdo do pesquisador, mencionada por todos os docentes da

categoria resisténcia, aprofunda a relag¢do anteriormente discutida entre autoria e originalidade.

Para esses orientadores, a escrita académica nao ¢ apenas um meio para obtencao de um produto
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final, mas um elemento estruturante no percurso formativo, indispenséavel ao desenvolvimento
da autonomia intelectual, do pensamento critico ¢ da maturidade cientifica.

Nesse sentido, o uso de inteligéncia artificial em etapas iniciais, como no ingresso
e na qualificacdo, € percebido como risco a constituicdo plena do pesquisador, pois pode induzir
a dependéncia de contetidos automatizados e reduzir a elaboragdo critica (Bail, 2024; Liao e
Vaughan, 2023). O professor Frederico (2024) sintetiza essa preocupacao ao afirmar: “4 I4 se
autossabota e quem faz a produgdo dela ndo tem controle total sobre o que ela produz”,
apontando para fenomenos como a alucinagdo algoritmica (Lemos, 2024; Limongi, 2024;
Sampaio et al., 2024a) e os vieses historicos que permeiam os dados (Silveira, 2021; Ferrari,
2023, 2024; Kasneci et al., 2023).

Sob essa Otica, a “autossabotagem” da inteligéncia artificial, mencionada pelo
docente, pode ser compreendida a luz do que autores como Sampaio, Sabbatini e Limongi
(2024), Kasneci et al. (2023), Lemos (2024) e Beiguelman (2023) descrevem como risco
epistémico: a IA ndo apenas erra, mas simula autoridade discursiva, produzindo conteudos que
aparentam legitimidade, embora carecam de fundamento e responsabilidade. Conforme
aprofundado na secao 1.6.5 desta tese, o problema ultrapassa a imprecisao factual e alcanca a
auséncia de critérios éticos e epistémicos nos sistemas de [A, que ndo operam com mecanismos
de validacdo orientados pela responsabilidade cientifica, pela diversidade epistémica e pela
integridade do conhecimento (Ferrari, 2024; Santaella, 2023).

O emprego da inteligéncia artificial, nessa perspectiva, se torna obsticulo
epistemologico, ameagando a constituicdo de uma identidade cientifica critica e auténoma.
Diante disso, € a proibi¢ao da adog@o dessa tecnologia na academia um caminho adequado para
garantir a formacao critica? Contribui para a constru¢do de praticas autorais e responsaveis? A
resposta a essas questdes exige cautela. Proibir tende a silenciar o debate, dificultando a
mediagdo pedagdgica e o desenvolvimento de uma literacia digital critica como parte de uma
politica institucional. Como mostram os dados desta pesquisa, todos os académicos
entrevistados ja utilizam IA generativa para a escrita de suas teses e dissertagdes, o que também
observo na graduacdo como professora das licenciaturas.

Ainda que o professor Frederico (2024) rejeite o uso da inteligéncia artificial em
teses e dissertagdes e ndo defenda explicitamente a curadoria ativa dos contetdos produzidos
por esses sistemas, sua critica acaba corroborando, de modo indireto, o debate proposto por
Sampaio, Sabbatini e Limongi (2024). Ao problematizar a auséncia de controle e

responsabilidade na producdo automatizada, o docente reafirma a urgéncia de praticas
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formativas pautadas pela literacia digital critica, voltadas ao uso ético, consciente e epistémico
das tecnologias generativas.

Para esses autores, ¢ preciso dotar os pesquisadores de capacidade analitica para
reconhecerem os limites, as opacidades e os vieses dos sistemas de 1A, exercendo um papel
ativo na validagdo e interpretacdo das informacgdes geradas. A proposta de curadoria ativa,
conforme discutida por esses autores, nao se reduz a filtragem técnica de contetdo, mas também
se constitui como um gesto ético e epistemolodgico, que demanda formagdo critica,
discernimento e compromisso com a integridade académica.

Essa abordagem ¢ amplamente apoiada nos fundamentos da literacia digital critica,
conforme defendem Rojo (2008), Kellner e Share (2007) e Oliveira e Giacomazzo (2017), os
quais enfatizam a necessidade de formar sujeitos capazes de intervir criticamente nos fluxos
informacionais e nos discursos mediados por tecnologias digitais.

A literacia critica, nesse contexto, no se limita & competéncia técnica, mas articula
uma leitura ativa e situada, capaz de questionar os dispositivos de poder e as estruturas
ideologicas que organizam o conhecimento digital.

Nesse contexto, retomamos a pedagogia do prompt (Silva, 2024; Santos, 2024),
discutida anteriormente, como uma estratégia formativa relevante frente aos riscos apontados
pelos docentes da categoria resisténcia. Esse caminho formativo propde que a interagdo com a
IA generativa seja mediada por intencionalidade critica, favorecendo a elaboragao de comandos
autorais, o desenvolvimento do discernimento e a reflexdo epistemologica. Ao assumir uma
postura ativa diante da tecnologia, o pesquisador fortalece sua autonomia intelectual, e
responsabilidade sobre o conhecimento produzido. Inserida em praticas de orientagdo e
mediacao pedagdgica, essa proposta contribui para consolidar o uso €tico de tecnologias de
producdo textual automatizadas, em consonancia com a integridade cientifica e académica.

Assim, mais do que uma critica ao emprego de mecanismos algoritmicos em si, a
preocupacao reside no efeito formativo que essa pratica pode gerar: a substituicio de um
percurso reflexivo por atalhos que enfraquecem o papel ativo do pesquisador no processo de
constru¢cdo do conhecimento. Nesse sentido, a formacdo na Pos-Graduagdo exige tempo,
esforco intelectual e contato direto com a linguagem académica e os desafios epistemologicos
de sua area.

Esses relatos evidenciam uma concepgdo formativa centrada na dedicagdo, no
esforco intelectual e na construgdo gradual do pensamento, que se opde a logica da produgao
acelerada frequentemente associada ao uso instrumental da IA. A resisténcia expressa nesse

caso, ndo apenas uma desconfianca em relacdo a tecnologia, mas também a defesa de um
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modelo ético-pedagogico de formagdo cientifica, que valoriza o tempo do processo, a autoria
artesanal e a maturagao intelectual.

Esse ideal formativo, sustentado pela defesa da autonomia intelectual e do dominio
epistémico, igualmente se manifesta nas posi¢des que os docentes assumem diante de praticas
que comprometem a integridade académica, como o plagio. Por fim, a proxima subcategoria
explora como esses professores articulam a resisténcia ao uso acritico de tecnologias de
producao textual automatizadas a preocupagdo com a autenticidade e a transparéncia na

producao cientifica.

5.2.1.6 Plagio

A sexta subcategoria, pldgio, ¢ vista como um ponto critico por 3 dos 5 professores
que demonstraram resisténcia ao texto hibrido na escrita de teses e dissertagoes. Eles alegam
que tais ferramentas podem gerar textos que incorrem em apropriacdo indevida de ideias,
ferindo os principios de ética e integridade académica. H4 ainda a percepcdo de que o
desconhecimento sobre o funcionamento dessas ferramentas amplia o risco de producao de
textos baseados em contetudos preexistentes, sem que o pesquisador tenha controle sobre suas
fontes.

A alegacdo desses professores ¢ pertinente e remete aos riscos apontados por
Muioz-Cantero e Espifieira-Bellon (2024) ao apresentarem o conceito de plagio inteligente,
que € a geragdo automatizada de contetdos aparentemente inéditos, que, no entanto, ocultam a
apropriacao de ideias ja publicadas. Diferentemente do plagio tradicional, ele ndo se manifesta
por copias literais, mas por reformulacdes sofisticadas promovidas por tradutores automaticos,
parafraseadores € modelos de linguagem, como o ChatGPT, dificultando sua deteccdo e
obscurecendo os critérios de autoria.

De forma complementar, embora a subcategoria plagio esteja situada na categoria
resisténcia, trazemos alguns relatos de duas académicas e um professor que ndo integram essa
categoria, mas que expressam preocupacdes diretamente relacionadas ao risco de apropriagdes
indevidas promovidas pela IA. Esses relatos ndo apenas refor¢am os alertas emitidos pelos
docentes, como também evidenciam que o temor diante do plagio inteligente ndo se restringe
aqueles que rejeitam o uso de LLMs. Trata-se de uma preocupagdo transversal, que impacta
mesmo aqueles que admitem sua utilizagdo com cautela, indicando que a integridade académica

estd sendo tensionada de modo mais amplo no contexto da escrita hibrida.
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A doutoranda Sabrina (2024) identificou, em um texto reformulado com o auxilio
do ChatGPT, uma ideia do professor Saviani, autor de quem afirma ser leitora assidua. Ao
reconhecer a origem da formulagdo e referencid-la corretamente, exerceu uma atitude critica,
sustentada por repertorio tedrico prévio e sensibilidade ética. Esse gesto exemplifica o que
Sampaio, Sabbatini e Limongi (2024) denominam curadoria ativa, isto ¢, a capacidade do
pesquisador de intervir conscientemente sobre os conteudos gerados por IA, avaliando sua
procedéncia e assegurando a integridade autoral do texto final. Tal postura se contrapde a
curadoria algoritmica, descrita por Gillespie (2018), que opera com critérios invisiveis e
automatizados.

Nessa mesma dire¢do, outra académica compartilhou a inseguranca diante da
possibilidade de haver algum tipo de pladgio nos conteudos retornados por ferramentas de IA:
“[...] a gente tem que ter esse cuidado, porque imagina, vocé pega um conteudo gerado pela
14, acha que estd certo, acha que esta ok e, de repente, alguém fala que é plagio, e vocé nem
sabia. E um risco que assusta” (Mestranda Débora, 2024).

A fala da mestranda revela um sentimento recorrente entre os pds-graduandos: o
medo de transgredir normas éticas sem perceber, em funcdo da opacidade das ferramentas que
reorganizam ideias sem informar suas reais origens. A nog¢ao de plagio inteligente aparece como
algo sutil e perigoso, que pode ocorrer mesmo quando o pesquisador acredita estar apenas
reformulando ideias. Esse receio ndo se limita a agdo em si, mas ao julgamento externo, a
possibilidade de serem pegos por algo que o proprio pesquisador ndo consegue rastrear ou
controlar.

Isso ¢ agravado por um cendrio mais amplo, descrito por Eaton (2023) como a era
do pos-plagio, em que as fronteiras entre autoria, originalidade e reproducao tornam-se cada
vez mais ténues, exigindo mais do que a simples proibi¢do de copias: exige-se transparéncia,
curadoria, consciéncia critica ¢ formacao.

Tal percep¢do evidencia a fragilidade das fronteiras entre autoria legitima e
apropriacao indevida, especialmente quando o pesquisador ndo dispde de formagdo solida para
atuar como curador ativo. Essa tensdo entre confianga técnica e julgamento ético reforca a
necessidade de inserir a /literacia digital critica como dimensao formativa indispensavel, como
propdem Rojo (2008) e Oliveira e Giacomazzo (2017) ao destacarem a importancia de praticas
reflexivas no ambiente digital, que articulam linguagem, ideologia e posicionamento critico.

Outro fator que merece destaque ¢ que os modelos de IA operam sobre bancos de
dados que carregam desigualdades historicas de representagdo, refor¢cando vieses, hierarquias

culturais e epistemologicas, fendomeno que Silveira (2021) define como colonialismo de dados.
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Essa critica evidencia que os vieses algoritmicos ndo sdo apenas falhas técnicas, mas
manifestagdes estruturais de exclusdo e dominagdo, o que impde ao pesquisador o desafio de
intervir criticamente sobre os contedos mediados por essas tecnologias.

Retomando a discussao sobre o plagio, apesar da existéncia de ferramentas
amplamente utilizadas para a sua detec¢do, como Turnitin, CopySpider e Plagius, GPTZero,
sua eficdcia diante de textos gerados por sistemas de inteligéncia artificial generativa ainda se
mostra limitada. Segundo Sampaio, Sabbatini e Limongi (2024), essas plataformas operam com
base em padroes de similaridade textual, identificando cdpias literais ou reformulagdes muito
proximas de trechos disponiveis em bases indexadas.

Contudo, no contexto dos modelos de linguagem de larga escala (LLMs) como o
ChatGPT, surge o problema do plagio inteligente: esses sistemas podem gerar textos que
combinam elementos textuais de maneiras inéditas, de modo que o conteudo niao contém
necessariamente trechos idénticos aos originais. Essa caracteristica torna mais dificil o
rastreamento de fontes por meio de técnicas de comparagao textual tradicional.

Segundo Azambuja e Silva (2024), Santos (2024) e Silva (2024), trata-se de um
desafio que ultrapassa os limites da detec¢do automatizada, exigindo uma abordagem formativa
e critica no interior dos programas de Pos-Graduag@o. A confianga irrestrita na maquina, seja
para produzir, seja para verificar, pode vir a fragilizar o compromisso com a integridade
académica e cientifica.

Além do mais, ha ainda os riscos dos chamados falsos positivos, quando a maquina
erra ao negar a autoria humana com base em critérios opacos € nao verificaveis. A fala da
mestranda Priscila (2025) ilustra bem isso: “Ele me respondeu que tinha indicios de uso de IA.
E isso me incomodou profundamente, porque era um texto meu, escrito por mim, com meu
vocabulario, com meu estilo. Entdo como que ele pode dizer que ndo é meu?”.

Além da responsabilidade ética atribuida ao académico na curadoria dos textos
mediados por TA, € igualmente necessario refletir sobre o papel de quem avalia. Sampaio,
Sabbatini e Limongi (2024) alertam para a necessidade de cautela quanto a adogdo de
ferramentas automatizadas de detecgdo de plagio por parte de avaliadores e instituigdes. Pois,
ao submeter textos académicos a essas plataformas, além da incerteza da precisdo, corre-se o
risco de violagdo de principios de protecao de dados, uma vez que ndo hé garantias sobre o
destino, o armazenamento e a utilizacao futura desses contetidos por parte das empresas que
operam os sistemas.

Esse cendrio impde uma exigéncia ética ndo apenas ao autor (académico), mas

também ao avaliador (docente), que deve ponderar os limites do uso dessas tecnologias,
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respeitando a privacidade intelectual e os direitos autorais do pesquisador. E interessante
apresentar uma consideracdo dos autores supracitados que ainda é pouco mencionada nas
publicagdes sobre o tema. Trata-se da utilizacdo de IA Generativa por docentes da Pods-
Graduagao para a avaliacao de projetos e outros textos enviados pelo candidato. Reconhecemos
que, ao elaborar os instrumentos de coleta de dados, essa possibilidade ndo foi considerada.
Trabalhamos na perspectiva da utilizacdo de tais recursos tecnologicos pelo académico e nao
por parte do professor, mesmo assim cabe ser pontuado nessa tese e ¢ um convite para estudos
posteriores.

Diante de todas essas nuances, fica evidente que o risco de plagio inteligente nao
se restringe a uma suposta ma conduta individual, mas decorre de tensdes estruturais mais
amplas, que envolvem a propria cultura académica, os modos de produgdo do conhecimento e
a presenca crescente das tecnologias de IA na educagdo superior. A responsabilidade ndo recai
apenas sobre o académico que redige, mas também sobre o docente que avalia e sobre as
instituicdes que ainda carecem de diretrizes claras e formagao especifica para lidar com essas
transformagodes. Por isso, ultrapassar o binarismo entre aceitagdo e rejeicdo da IA requer
reconhecer zonas de complexidade, em que o plagio se manifesta de forma sutil, por meio de

reformulagdes opacas, apropriagdes involuntarias e uso nao declarado da tecnologia.

Alguns tensionamentos importantes sobre a resisténcia

Antes de encerrar a discussdo sobre a categoria resisténcia, ¢ importante observar
que, embora ela seja composta por docentes que expressam oposicao clara ao uso da
inteligéncia artificial generativa nos pré-projetos e projetos de qualificacao, algumas entrevistas
revelam nuances e movimentos de reflexdo que tensionam esse posicionamento. E o caso da
professora Joelma (2024), cuja postura representa um fendmeno mais amplo, igualmente
observado entre docentes como Helena (2024), Frederico (2024) e Carla (2024). Ainda que se
alinhe a resisténcia quanto ao uso da IA nas etapas iniciais da formacdo cientifica, sua fala
transita por questionamentos que apontam para a possibilidade de constru¢do de consensos
institucionais e de pactos éticos com os estudantes.

Ao afirmar que “eles fardo, inevitavelmente, esse uso” e defender a importancia de
“dialogar com os nossos estudantes, discutir com eles e pactuar qual uso poderdo fazer”, a
professora Joelma (2024) evidencia que o tema ainda ¢ recente e desafia formulacdes
definitivas. Durante a entrevista, observamos que sua argumentagdo se desenvolve de modo

progressivo, revelando que a coleta baseada em cendrios prospectivos ndo apenas registra
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posicdes, mas também estimula reflexdes e reelaboragdes em tempo real. Essa abertura a
problematizagdo enriquece nossa analise e reforca a complexidade dos posicionamentos sobre
a adocao da IA na Po6s-Graduagao.

Nesse mesmo movimento interpretativo, observamos que algumas subcategorias,
como ¢ética e moral, autoria e originalidade, atravessam tanto a resisténcia quanto a
admissibilidade condicionada. Longe de indicar fragilidade categorial, essa presenca em ambos
os blocos revela que o debate ndo se centra nos critérios, mas nos sentidos atribuidos a eles.

Na resisténcia, esses critérios funcionam como barreiras a adocdo da IA,
expressando a defesa de valores ético-formativos tradicionais e centrados na autoria humana.
J& na admissibilidade condicionada, atuam como filtros que regulam o uso da tecnologia sem
comprometer o protagonismo do pesquisador. A diferenca entre as duas posturas ¢ ética e
pedagdgica, e ndo conceitual. Reconhecer essa convergéncia aparente, embora sustentada por
sentidos distintos, aprofunda a compreensao dos conflitos e negociagdes que marcam a inser¢ao
da IA na P6s-Graduagdo em Educacio.

Além disso, ¢ importante considerar que a resisténcia observada entre os docentes
pode estar relacionada ndo apenas a convicgoes €ticas, mas também a lacunas formativas sobre
o funcionamento da inteligéncia artificial generativa. Todos os professores que compdem esta
categoria declararam conhecer pouco sobre essas ferramentas, o que muitas vezes foi
antecipado ja no inicio das entrevistas, com observagdes como “ndo sei se posso contribuir’” ou
“sei muito pouco sobre iss0”.

Falas como a da professora Joelma (2025), que se autodefine como ““ignorante em
relagdo a essas tecnologias”, ou do professor Frederico (2025), que afirma ter tido “pouco,
quase nenhum’ contato com a IA, indicam que a rejei¢do, em alguns casos, decorre mais da
inseguranga frente ao desconhecido do que de uma posigdo ética fundamentada. Esse dado
reforca a urgéncia de investimentos em formagdo docente continuada sobre IA, de modo que
as posicoes criticas possam emergir de compreensdes aprofundadas, e ndo apenas de reacdes
intuitivas ou defensivas.

Em seguida, passamos a andlise dos participantes que admitem, de forma
condicionada, o texto hibrido na escrita académica, conforme a perspectiva de Lopes, Forgas e
Cerda-Navarro (2024), segundo a qual o protagonismo do pesquisador ¢ preservado em

consonancia com a integridade académica e cientifica.
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5.2.2 Admissibilidade condicionada em pré-projetos e projetos de pesquisa

Se o verniz encobre a madeira podre, ndo serve. O que
importa € o que esta embaixo: autoria, reflexdo, estudo.
Professora Laura (2025)

Conforme apresentado na introducdo deste eixo, a categoria admissibilidade
condicionada refere-se aos posicionamentos que admitem o uso da inteligéncia artificial na
producdo académica, desde que esse uso seja submetido a critérios éticos, pedagogicos e
epistémicos claramente definidos. Essa aceitacdo ¢ relacional e situada: ndo se trata de uma
adesdo irrestrita a tecnologia, mas da sua integragao sob condigdes que preservem a autoria, a
originalidade, o processo formativo do pesquisador e os principios da integridade académica e
cientifica.

Esta categoria retine 20 participantes, sendo 8 docentes e 12 académicos. As
primeiras entrevistas foram realizadas em 2024, e os dados coletados ja indicavam uma
tendéncia de aceitacdo condicionada do uso da inteligéncia artificial na produgdo académica.
Com a ampliacdo do corpus em 2025, intervalo de cerca de seis a sete meses entre os dois
momentos de coleta, essa tendéncia se fortaleceu, com novos participantes aderindo a essa
perspectiva. Chama a atengao o fato de que, mesmo com a entrada de novos dados, nao houve
inclusdo na categoria resisténcia, que se manteve inalterada em sua composi¢ao exclusivamente
docente.

Destacamos, nesse conjunto, o caso da professora Carla, cuja posicdo foi
considerada situacional: ela rejeita o uso da IA nas fases iniciais da formacdo, mas admite sua
aplicacdo em etapas posteriores, quando o pesquisador ja dispde de autonomia intelectual e
discernimento critico. Por essa razdo, figura tanto nessa categoria quanto na anterior.

A estabilidade da categoria resisténcia, mesmo apos a entrada de novos dados,
contrasta com o crescimento da admissibilidade condicionada e permite levantar algumas
hipoteses interpretativas relevantes. O intervalo de cerca de seis a nove meses entre as primeiras
e as ultimas entrevistas pode ter sido suficiente para que a inteligéncia artificial deixasse de
ocupar um lugar de estranhamento consideravel e passasse a ser encarada como um recurso
passivel de aplicagdes especificas.

Esse deslocamento pode ter sido favorecido pela intensificagdo do debate publico
em eventos académicos, semindrios, grupos de pesquisa e reportagens especializadas, que
proporcionaram aos sujeitos uma formacgao discursiva ampla, ainda que ndo sistematizada pelos

programas de P6s-Graduagao investigados.
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Além disso, o emprego da IA como ferramenta de apoio a escrita académica parece
ter sido incorporado de forma estratégica por parte dos entrevistados, especialmente entre pds-
graduandos. Nesse contexto, os posicionamentos mais abertos ndo indicam necessariamente
uma adesdo acritica. Eles expressam a emergéncia de uma ética situada, em que o uso da
tecnologia ¢ avaliado conforme a etapa formativa, a natureza da tarefa, os objetivos da pesquisa
e a responsabilidade assumida pelo pesquisador.

A analise dos discursos que compdem esta categoria permitiu identificar cinco
subcategorias principais: ética e moral, curadoria ativa, autoria, originalidade e
acompanhamento do orientador. Consideradas por todos os participantes como critérios de
referéncia para o uso ético da inteligéncia artificial na escrita académica, essas subcategorias
evidenciam dimensdes especificas da avaliagdo ética, epistémica e pedagogica. Apesar de
distintas, operam de forma articulada, orientando o que se compreende como uso aceitavel da
IA na formagdo cientifica. A seguir apresentamos as unidades de contexto representativas
dessas subcategorias (Quadro 5), extraidas das entrevistas realizadas entre julho de 2024 e abril

de 2025.

Quadro 5 — Subcategorias da “Admissibilidade condicionada” em pré-projetos e
projetos de pesquisa

Subcategoria Unidades de contexto

“[...] depende muito do quanto esse pesquisador, ele tem a sua
participagdo [...] se a pessoa ndo teve uma participacdo efetiva, é
, uma questdo ética também, né?”’ (Professor, Jodo, 2024)

Etica e moral [20] . . ] .

“[...] ter essa honestidade de dizer como é que o texto foi gerado.
[...] mas ndo acho que é um impedimento” (Doutoranda, Paula,

2024).

[...]Se vocé ndo for muito direto na hora do prompt, sabendo
exatamente o que vocé quer que ela faca, vocé vai se perder
naquilo dali. Ai, ao invés de te ajudar, vai te atrapalhar”
(Mestranda Angélica, 2025).

Curadoria Ativa [20] | g, ole diz ‘eu usei I, mas eu me apropriei’, ai é outra histéria.

[...] ‘Eu li, identifiquei as aproximagoes do meu trabalho, entendi
o que a IA estava propondo, corrigi coisas [...]” (Professora Laura,
2025).

“[...] eu penso que isso ndo tira a condi¢cdo autoral do sujeito,
porque mesmo a inteligéncia artificial vai gerar o que for
Autoria [20] demandado a ela. [...] a questdo é a gente saber operar com isso
(Mestranda Paula, 2024).




148

“[...] ele pode_até usar o recurso, mas tem que ser o senhor da
situacdo, saber articular as ideias, interpretd-las e se ele ndo tiver

essa capacidade o texto dele vai ficar comprometido, vai virar um
colcha de retalhos” (Professor Jodo, 2024).

[...] Se eu der o comando ja com as minhas ideias e criagoes, ele
vai fazer algo inédito. [...] A ideia que eu coloco como comando,
eu dou com detalhes. (Mestranda, Débora, 2025).

"[...] depois desses caminhos trilhados ele/ela ja tenha
discernimento suficiente para ler algo que é de outrem e a partir
dali construir ideias originais/proprias. [...] Ndo vejo problema
em o projeto de pesquisa, a ser submetido a qualificagdo, integrar
alguma parte textual hibrida. |...]" (Professora Carla, 2024).

Originalidade [20]

“[...] A gente trabalha muito junto, o texto vai e volta, vai e volta, vai e
volta varias vezes. [...] vai ter um monte de implicagoes que ela vai
olhar aquilo ali e vai falar, ndo, isso aqui eu ndo gostei, isso aqui
Acompanhamento no | eu preciso mudar.” (Doutoranda, Joana, 2024).

processo de orientagdo

[24]%3 “[...]Eu corrijo o texto, eu interfiro no texto, eu problematizo o

texto. [...] se ele ndo dialogou com a IA, se ele fez um texto da IA,
eu tenho que dialogar. Escuta essa afirma¢do aqui estd fragil. Isso
aqui vocé precisa ler tal fulano (Professora Laura, 2025).

Fonte: Elaborado pela autora com base no conteudo das entrevistas — julho de 2024 a abril de 2025.

Um aspecto que merece destaque antes da andlise individual das subcategorias ¢ a
recorréncia de trés delas, ética e moral, autoria e originalidade, tanto na categoria resisténcia
quanto na admissibilidade condicionada. Essa sobreposicdo ndo configura redundancia
analitica. Pelo contrario, revela que esses critérios ocupam um lugar central no debate atual
sobre a presenca da inteligéncia artificial na escrita académica.

A diferenca entre as categorias estd no modo de compreender esses elementos. Na
resisténcia, eles funcionam como alertas diante dos riscos atribuidos ao uso de tecnologias
algoritmicas, associados a quebra da honestidade intelectual, a descaracterizagao da autoria e a
perda de originalidade como elaboracdo propria e criativa. Ja na admissibilidade condicionada,
atuam como parametros que orientam um uso ético e situado, em consonancia com os principios

da integridade académica e cientifica.

33 Apesar dessa categoria ter 20 representantes, essa subcategoria, exclusivamente, foi analisada a partir dos
depoimentos de todos os participantes (24), pois partiu de uma indagacdo especifica do roteiro de entrevistas:
(Vocé acredita ser necessario alterar a forma de orientacdo de trabalhos de dissertagdo e tese? () Sim () ndo?
Se sim, em quais aspectos?).
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5.2.2.1 Etica e moral

A subcategoria ética e moral foi mencionada por todos os participantes que
compdem a categoria da admissibilidade condicionada, evidenciando sua centralidade na
discussdo sobre o uso responsavel da inteligéncia artificial na produ¢do académica. De modo
geral, os entrevistados associaram essa dimensdo a preservacao da integridade académica e
cientifica nos textos hibridos, o que demanda do pesquisador um posicionamento ético,
responsavel e consciente. Tal exigéncia esta relacionada a prevengao de praticas como o plagio,
a simulagdo de autoria e o uso irrefletido de contetidos produzidos por sistemas automatizados,
que podem comprometer o rigor e a credibilidade dos trabalhos.

No plano individual, a admissibilidade da IA generativa estd condicionada a
manuten¢do da integridade académica e a definicdo clara dos limites entre a contribui¢ao
humana e a assisténcia automatizada. Os participantes enfatizam que o pesquisador deve adotar
uma postura ética, reconhecendo sua intervengdo no processo de escrita e assegurando que sua
contribuicdo intelectual seja legitima, identificavel e coerente com os objetivos da pesquisa.

Essa exigéncia envolve evitar a simulagdo de autoria ¢ a delegagdo integral da
produgdo textual a sistemas automaticos, riscos que comprometem a confiabilidade dos dados
e os principios da honestidade cientifica. Uma das entrevistadas, por exemplo, afirma nao
considerar a presenca da IA um impedimento ético, desde que haja honestidade quanto a forma
como o texto foi gerado, reconhecendo que a transparéncia ¢ um dos pilares da legitimidade de
seu uso.

Para além da conduta individual, os participantes também destacaram aspectos
estruturais que dificultam a regulagdo ética do uso da IA no contexto universitario. No plano
institucional, os entrevistados apontaram a auséncia de politicas claras sobre o uso da
inteligéncia artificial como um entrave a incorporagdo critica na escrita académica da Pos-
Graduagdo em Educacdo. Essa lacuna envolve tanto a inexisténcia de regulamentacdes
especificas quanto a falta de estratégias formativas, o que compromete a confianga nos
processos avaliativos e a credibilidade das producdes cientificas.

Essa percep¢do empirica dialoga com os fundamentos tedricos apresentados no
Capitulo I, especialmente com a proposta de Mainardes (2023a, 2023b), que defende a
articulagdo entre ética e integridade com base em praticas institucionais, responsabilidade
coletiva e formacao critica. Como reforcam Sampaio, Sabbatini e Limongi (2024), diretrizes

formais s6 se tornam efetivas quando acompanhadas de a¢des educativas que fomentem o uso
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consciente e transparente da IA. Portanto, promover uma cultura institucional de integridade
exige mais do que normatiza¢do: requer o compromisso com o conhecimento como bem
publico e com a mediacdo humana qualificada nos processos formativos e avaliativos.

Cabe destacar que a necessidade de formacao foi especialmente direcionada aos
professores, o que revela uma percep¢ao compartilhada entre académicos e docentes de que ha
lacunas mais evidentes no dominio pratico e na familiaridade critica com essas ferramentas.
Essa percepc¢ao pode estar relacionada a certo distanciamento, por parte de alguns profissionais,
em relacdo as tecnologias digitais que, nos ultimos anos, passaram a transformar intensamente
o cendrio educacional. Além disso, o apelo por formacao reflete o reconhecimento do papel do
orientador no processo de acompanhamento académico, sugerindo que, para integrar a [A de
modo ético e produtivo a escrita cientifica, € necessario que esses agentes estejam preparados
tanto no dominio técnico quanto na condugdo de debates criticos sobre autoria, originalidade e
integridade académica.

Essa necessidade ¢ explicitada por uma das docentes orientadoras, que denuncia o
despreparo da comunidade académica para lidar criticamente com o tema, marcado por

julgamentos prévios e falta de estudo aprofundado:

A primeira coisa ¢ formar, estudar, ¢ a gente entender o que € isso, principalmente nas
faculdades de educag@o. A gente fala de uma coisa que ndo conhece, a gente julga
uma coisa que nao conhece, a gente prejulga, mas ninguém sentou para entender o
que ¢, como que faz, como que organiza, mas todo mundo culpabiliza, criminaliza,
julga, mas ninguém sentou pra estudar o que é (Professora Estela, 2024).

O depoimento da professora refor¢a a urgéncia de acdes formativas que enfrentem
0 desconhecimento e promovam um debate ético e pedagdgico qualificado sobre o uso da
inteligéncia artificial na academia. Para além da responsabilidade individual, a construgdo de
uma cultura ética exige o comprometimento das instituigdes com politicas consistentes que
integrem formacao critica, orientacdo pedagogica e praticas responsaveis no ensino € na

pesquisa.

5.2.2.2 Curadoria ativa

Ao abordarmos as condi¢des de uso da inteligéncia artificial na Pos-Graduagao, os
participantes desta pesquisa ressaltaram a importancia de uma postura ética, alinhada aos
principios formativos da pesquisa cientifica. Essa exigéncia, no entanto, ndo se restringe ao

plano normativo, mas se concretiza em estratégias continuas de monitoramento, avaliagdo
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critica e intervengdo ativa sobre os contetdos produzidos com o apoio da IA. E nesse contexto
que se insere a subcategoria curadoria ativa, destacada por todos os integrantes da categoria da
admissibilidade condicionada e compreendida como dimensdo central para garantir que a
assisténcia algoritmica preserve a autoria, a originalidade e a confiabilidade dos textos
académicos.

A ampliagdo do uso de ferramentas algoritmicas de geragdo textual na Pos-
Graduagao tem provocado inquietacdes €ticas e epistémicas que merecem atengao critica. Por
fornecerem respostas estruturadas e imediatas, essas tecnologias podem induzir a uma falsa
sensacdo de completude, de objetividade e de neutralidade. Trindade e Oliveira (2024) alertam
que o emprego meramente instrumental e descontextualizado dessas ferramentas tende a
favorecer a reproduc¢ao de discursos padronizados, dificultando a constru¢ao de um pensamento
verdadeiramente auténomo.

Um exemplo elucidativo desse uso instrumental ocorre quando um estudante
recorre ao ChatGPT para gerar o resumo de sua dissertacdo ou tese e, em vez de reelabora-lo
criticamente, apenas copia o texto sugerido sem verificar se os termos estdo alinhados a sua
pesquisa ou se hd imprecisdes conceituais. Nesse caso, ha uma delegacao da autoria ao sistema
automatizado, e o pesquisador deixa de ocupar o centro do processo de producao textual, pois
nao curou, ndo mediou e tampouco se apropriou reflexivamente do contetdo gerado.

Sampaio, Sabbatini e Limongi (2024) afirmam que o uso dessas tecnologias exige
uma formagao ética, critica e metodologicamente consistente. A relevancia do conhecimento

sobre as ferramentas de IA generativa ¢ destacada pela mestranda Angélica (2024):

[...] Se a gente conhece como sdo essas ferramentas, a gente tem o conhecimento de
como essa inteligéncia artificial pode nos auxiliar, facilitar o trabalho. Eu acho que
isso seria uma barreira, o ndo conhecimento dela, ndo conhecer as potencialidades
dela. [...] Porque ela também esta para te ajudar, para facilitar o seu caminho.

A partir dessa reflexdo, observamos que, em muitos casos, o uso da IA ocorre por
mera adesdo a tendéncia coletiva, sem apropriagdo critica de suas funcionalidades. Essa lacuna
formativa esta diretamente relacionada a auséncia de letramento digital critico. Entre os saberes
necessarios a essa apropriagao critica, destacamos a chamada engenharia de prompt, entendida
como um conjunto de estratégias discursivas que permitem ao sujeito orientar a geragao textual
com mais precisdo e adequacdo (White et al., 2023; Pimentel, 2024). Tais competéncias

envolvem saber o que solicitar, como estruturar o comando e como revisar os resultados
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obtidos, elementos que integram essa estratégia de mediagdo critica e demandam formacgao
especifica no contexto da Pés-Graduacao.

O depoimento do professor Roberto (2025) mobiliza outras dimensdes do saber
necessarias ao uso critico e qualificado da IA na elaboragdo de teses e dissertagdes, como o
dominio de um repertdrio consolidado e a atuagdo interventiva do pesquisador. Em um primeiro
momento, o docente chama atengao para os riscos associados ao uso acritico dessas ferramentas
por sujeitos que ainda ndo dominam suficientemente o contetddo com o qual estdo lidando. O

professor ilustra esse risco ao narrar sua propria experiéncia com o ChatGPT:

[...] vocé ndo pode confiar em algo que vocé ndo conseguiria fazer sozinho, porque
vocé ndo vai conseguir avaliar se ele estd mentindo ou néo. [...] Ele inventa livros.
Ele mente. [...] Ele ndo vai dizer assim, eu ndo sei. Ele vai dizer, me desculpe, de fato,
isso estava errado. Vai me dar uma outra resposta errada (Professor Roberto, 2025,
grifos nossos).

Seu testemunho aponta para o perigo de uma adesdo irrefletida aos resultados
gerados por modelos automatizados, especialmente quando o pesquisador ndo dispdoe da
fundamentagdo tedrica e contextual necessaria para verificar a consisténcia do material
apresentado. Tal postura compromete ndo apenas a integridade da escrita, mas também a
autonomia intelectual que se espera de um pesquisador em formag¢do. Ao mesmo tempo, o
trecho revela também um posicionamento ativo: ao identificar imprecisdes e confrontar as
respostas do sistema, o professor aciona uma légica de mediagdo critica que expressa, na
pratica, uma curadoria ativa e reflexiva.

Quando o professor afirma que a IA “mente”, estd se referindo ao risco de
reprodugdo de vieses e alucinagdes nos contetidos gerados por esses sistemas. Tais aspectos sao
amplamente discutidos por Sampaio et al. (2024), Silveira (2021) e Lemos (2024), ao alertarem
que os modelos de linguagem aprendem a partir de grandes volumes de dados disponiveis na
internet, o que inclui contetidos enviesados, desatualizados ou culturalmente localizados.
Assim, quando utilizados sem filtragem critica, esses conteiidos podem perpetuar visdes
distorcidas, preconceituosas ou simplificadas sobre determinados temas, comprometendo a
qualidade cientifica do trabalho.

Essa postura ativa diante das respostas automatizadas dialoga com a concepgao de
letramento mididtico critico, formulada por Kellner e Share (2008), que defendem a formacgao
de sujeitos capazes de analisar, questionar e reinterpretar discursos mediados por tecnologias,

reconhecendo seus efeitos ideologicos e seus contextos socioculturais. Em linha semelhante,
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Rojo (2008) argumenta que o trabalho com géneros da divulgagdo cientifica na escola deve
promover a apropriagao critica dos discursos, ampliando a capacidade dos sujeitos de lidar com
multiplas vozes e perspectivas. Essas abordagens fortalecem a compreensao dessa pratica
reflexiva como elemento que conjuga dominio técnico, leitura critica e responsabilidade ética
na producio do conhecimento’.

Um novo trecho da fala do professor Roberto evidencia outro tipo de saber
mobilizado nesta analise: a atuacdo interventiva do pesquisador. Ele afirma: “Esse livio ndo
existe. Ele inventa um outro nome. Ele ndo vai dizer assim, eu ndo sei. Ele vai dizer, me
desculpe, de fato, isso estava errado. Vai me dar uma outra resposta errada.” Ao relatar sua
pratica de contestar as respostas fornecidas pelo chatbot generativo e exigir reformulagdes, o
professor revela uma postura de mediagao critica diante dos limites desses sistemas.

Essas constata¢des indicam que o uso da maquina nao se limita a validagao de
dados, mas demanda uma postura epistemologica mais ampla. Cabe ao pesquisador dominar os
conceitos-chave de sua area, compreender a natureza das fontes utilizadas pela IA e intervir
reflexivamente na elaboragdo do texto. Tal exigéncia reforca que a inteligéncia artificial deve
ser entendida como extensao da capacidade humana, € ndo como substituta, conforme destaca
Feenberg (2022).

Como apontam Sampaio, Sabbatini e Limongi (2024), é preciso formar sujeitos
capazes de reinterpretar criticamente os conteiidos gerados por sistemas algoritmicos, de modo
que a tecnologia ndo substitua o exercicio reflexivo, mas o amplifique com responsabilidade.
A curadoria ativa, nesse sentido, alinha-se ao propdsito formativo da Pés-Graduagdo stricto
sensu: ndo apenas assegurar o dominio de contetidos e métodos, mas cultivar uma atitude ética,
critica e comprometida com a integridade cientifica.

A abordagem da pedagogia do prompt, j& discutida nesta tese, oferece uma chave
interpretativa para compreender praticas reflexivas de pesquisadores que interagem
criticamente com sistemas algoritmicos. Se, na analise da resisténcia, essa pedagogia foi
mobilizada para evidenciar sua auséncia ou negligéncia, no contexto da admissibilidade
condicionada ela ganha concretude nas a¢des de mediacdo critica e intervencdo ativa, como
aquelas descritas por docentes que desafiam, reformulam e reinterpretam os contetidos gerados

por IA.

34 Os textos de Kellner e Share (2008) e de Rojo (2008) foram produzidos antes do surgimento das IAs generativas,
mas suas reflexdes sobre letramento critico e apropriacao discursiva permanecem pertinentes para compreender
os desafios formativos diante das tecnologias atuais, como os sistemas de geragcdo automatica de textos.
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Essa concepg¢do compreende a interagdo com modelos de linguagem como um
espaco formativo em si, no qual o ato de formular comandos, revisar criticamente as respostas
e avaliar os resultados configura um exercicio de metacognicao. Como discutido na analise da
resisténcia, a auséncia dessa postura critica pode comprometer a qualidade da formagao. Aqui,
no entanto, a pedagogia do prompt reaparece como chave interpretativa para compreender a
pratica reflexiva de pesquisadores que dialogam com os sistemas generativos de forma critica
e interventiva.

Como destaca Silva (2024), essa dindmica desloca a inteligéncia artificial do lugar
de resposta pronta para o de provocadora de pensamento. Ao conduzir intencionalmente esse
processo, desde a construgao dos prompts até a reinterpretacdo dos contetidos gerados, o sujeito
amplia a no¢do tradicional de autoria, integrando dominio técnico, vigilancia epistémica e
capacidade de reelaboragao como dimensoes indissociaveis da escrita académica mediada por
inteligéncia artificial.

Essa logica interativa e problematizadora com os sistemas generativos evoca
também o pensamento de Paulo Freire, para quem o conhecimento nasce do ato de perguntar.
Como expressa em sua obra com Faundez, “A pergunta estd presente no proprio movimento de
tornar-se consciente, do movimento do conhecimento. Ninguém comega a ser consciente de
algo sem perguntar por que” (Freire; Faundez, 1985, p. 45). A abordagem da pedagogia do
prompt, se alinha a proposta freireana de uma educacdo problematizadora, ao deslocar o
pesquisador da posicdo de consumidor de respostas para a de sujeito critico e intelectualmente

autonomo, capaz de reelaborar com responsabilidade os contetidos mediados por IA.

5.2.2.3 Autoria humana em textos hibridos sob a condicdo da agéncia do pesquisador

A autoria constitui uma subcategoria central na anélise da admissibilidade do uso
da inteligéncia artificial generativa em textos académicos hibridos. Todos os participantes desta
pesquisa, entre docentes e académicos, destacaram que o uso dessas ferramentas so € eticamente
aceitavel desde que o pesquisador preserve sua condicdo de autor. Essa preservacdo esta
diretamente associada a agéncia intelectual, ou seja, a capacidade de controlar, reinterpretar e
integrar criticamente os conteudos sugeridos pelos sistemas gerativos ao projeto tedrico-
metodologico da pesquisa.

A presenca da IA, portanto, ndo exclui a autoria humana, desde que seu uso
permanega subordinado a critérios conscientes, situados e formativos. Esse entendimento marca

um deslocamento em relagdo a concepgao tradicional de autoria como mera escrita original,
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aproximando-se da nocdo de autoria como agéncia critica, conforme proposto por Chartier
(2002), para quem o autor ¢ aquele que domina o sentido, a circulagdo e a legitimidade do que
produz.

Nesse contexto, a discussao sobre autoria se ancora na ideia de que o pesquisador
deve manter o dominio critico sobre o contetido produzido, integrando de forma consciente e
fundamentada as contribuigdes da IA. Como observou um dos entrevistados ao se referir ao
papel do autor na relagdo com a tecnologia: “Ele pode até usar o recurso, mas tem que ser o
senhor da situagdo” (Professor Jodo, 2024). Quando essa posicao ¢ enfraquecida, o texto tende
a se tornar fragmentado e superficial, o que, segundo os entrevistados, ¢ facilmente identificado
por avaliadores experientes. Reflexdo convergente ¢ desenvolvida por Azambuja e Silva
(2024), ao alertarem para os riscos da automatizacdo da producdo cientifica e para o
esvaziamento do protagonismo epistémico, caso falte mediacdo reflexiva por parte do
pesquisador.

A concepcao de texto hibrido, conforme formulada por Lopes, Forgas e Cerda-
Navarro (2024), corrobora essa perspectiva ao propor uma distingdo clara entre a autoria
humana e a contribuicdo dos sistemas generativos. Segundo os autores, esse tipo de produgado
ndo elimina o papel autoral do pesquisador, mas exige que ele se responsabilize pelas escolhas,
pela edicdo e pela integracdo realizadas a partir dos contetdos automatizados. Trata-se,
portanto, de uma escrita que mantém a agéncia humana no centro, mesmo diante da mediacao
tecnologica.

Nesse sentido, manter-se autor de um texto hibrido ndo ¢ uma tarefa passiva: exige
agéncia, intencionalidade e posicionamento critico. Como afirma Chartier (2002), a autoria nao
se resume ao ato de escrever, mas envolve o dominio sobre o significado, a circulagdo e a
recepcao do texto. No caso da produgdo cientifica, trata-se de garantir que o pesquisador nao
apenas coordene o processo de escrita, mas também compreenda e seja capaz de justificar cada
elemento presente em sua producdo, inclusive os elaborados com o apoio de ferramentas
automatizadas.

Dessa forma, no contexto de textos hibridos, a autoria passa a ser compreendida
como a capacidade de sustentar criticamente cada parte do conteudo produzido. Essa
“sustentacdo”, termo retirado de uma das falas de uma professora entrevistada, ndo se limita a
elaboragdo textual, mas se estende ao momento da qualificacdo e da defesa da pesquisa, nas
quais o pesquisador deverd ser capaz de justificar escolhas teoéricas, metodoldgicas e
argumentativas, mesmo quando essas decisdes foram mediadas por tecnologias. A resposta da

docente, apresentada abaixo, ¢ corroborada por todos os participantes desta subcategoria e
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expressa bem essa exigéncia, sobretudo quando o estudante declara, em banca, que fez uso da

IA em sua escrita.

O aluno fez pela inteligéncia artificial? Agora eu preciso que esse aluno dé conta de
sustentar essa discussdo comigo na hora da entrevista [...] o que ele trouxe. [...] Qual
¢ a base epistemoldgica? Que conexdes que ele consegue estabelecer? Que outras
conexdes ontoldgicas e epistemologicas e gnosiologicas esse sujeito da conta de
estabelecer? [...]. Esse sujeito que copiou, que buscou 14, d4 conta de garantir? Ele da
conta de saber com clareza qual ¢ a base ontoldgica, gnosioldgica e epistemoldgica
desse texto? Se ele deu, ta resolvido o problema (Professora Estela, 2024).

Para a professora, ¢ a presenca ativa e critica do pesquisador que assegura que a [A
foi utilizada como ferramenta auxiliar, € ndo como substituta. Esse deslocamento € sintetizado
pelo professor Roberto (2025), ao afirmar que “o assento da autoria muda de lugar [...] vocé
80 pode dizer que vocé é autor do que vocé é capaz de explicar. [...] Isso, para mim, é o grande
filtro. O que foi produzido aqui, com recurso ou sem recurso, eu consigo explicar? ”. Incorporar
ferramentas algoritmicas voltadas para a escrita académica requer um processo consciente de
revisdo, discernimento e elaboragdo, em que o autor compreenda e sustente teoricamente cada
parte do conteudo produzido. Permitir o uso da IA sem esse engajamento critico abre margem
para a dilui¢do da autoria e coloca em risco a qualidade da investigacao cientifica.

Tal compreensdo converge com a concep¢do de apropriagdo desenvolvida por
Chartier (1998a, 2002, 2017), segundo a qual a autoria se mantém quando ha uma
reinterpretagdo critica dos contetidos apropriados. No caso da escrita mediada por IA, isso
significa que o pesquisador precisa situar, reinterpretar e integrar as contribuigdes algoritmicas
ao seu projeto intelectual, de modo a preservar a responsabilidade ética, epistemoldgica e
formativa sobre o conhecimento produzido.

Somado a isso, no contexto da admissibilidade condicionada, 17 dos 20
participantes destacaram a importancia de declarar formalmente o uso da inteligéncia artificial
como um critério fundamental para validar sua presenga na produgdo académica. Para esses
entrevistados, a transparéncia € um requisito ético e metodologico para que o texto hibrido seja
legitimado na P6s-Graduacao. A mestranda Rosa (2024) exemplifica essa percepcao ao afirmar:

“[...] o principal é [...] assumir que fez uso. Porque pra vocé ter a logica de que é hibrido, vocé
precisa dizer que fez uso da maquina [...] e que a sua inteligéncia ndo é a unica ali naquela
construcdo do texto”.

A preocupagdo com a declaragdo explicita do uso de tecnologias generativas na
escrita ¢ respaldada por Mercado e Rego (2023), que alertam para os riscos de apagamento da

autoria quando a mediagdo tecnologica ndo € reconhecida. Segundo os autores, textos de autoria
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hibrida, quando ndo assumidos, geram incertezas sobre a originalidade e sobre a
responsabilidade epistemologica e ética pelo conteudo produzido.

Sampaio, Sabbatini e Limongi (2024, p. 20) contribuem nesse quesito e sugerem
um modelo de declaracao formal do uso de tecnologias generativas em textos académicos e

cientificos. A formulacdo apresentada pelos autores ¢ a seguinte:

Durante a preparagdo deste trabalho, o(s) autor(es) utilizou(aram) [nome da
ferramenta/modelo ou servigo] versdo [niimero e/ou data] para [justificar o motivo].
Apds o uso desta ferramenta/modelo/ servico, o(s) autor(es) revisou(aram) e
editou(aram) o conteido em conformidade com o método cientifico e assume(m) total
responsabilidade pelo contetido da publicacao.

Essa proposta, ao mesmo tempo que formaliza a mediagdo tecnoldgica, reforga o
compromisso ético do pesquisador com o rigor metodoldgico e com a responsabilizagdo integral
pela obra final. Ao reconhecer explicitamente a assisténcia algoritmica no processo de escrita,
o modelo contribui para romper com os silenciamentos e promover a integridade académica
como pratica ética e situada.

No entanto, a professora Luiza (2025) levanta um contraponto importante ao
afirmar que, embora a IA esteja sendo utilizada, muitos estudantes evitam declarar
explicitamente seu emprego em textos académicos e relata, a seguir, um didlogo com uma
orientanda: “/...] vocé usou, mas aqui na sua pesquisa vocé ndo estd falando que usou em
momento algum”. Segundo a docente, o receio de julgamentos negativos e o preconceito ainda
associado a escrita com sistemas de inteligéncia artificial levam muitos pos-graduandos a
omitirem esse uso, € complementa: “/...J ainda desqualifica, as pessoas ainda olham e torcem
o nariz quando veem muitas marcas proprias de escrita de inteligéncia artificial .

Apesar disso, a mesma professora defende que os recursos algoritmicos podem ser
aliados formativos, afirmando que orienta seus alunos a utilizd-los de maneira construtiva,
inclusive para desenvolver aspectos especificos da escrita. Esse posicionamento revela que a
admissibilidade desse tipo de tecnologia, mesmo quando assumida como legitima, ainda esbarra
em barreiras simbolicas e institucionais relacionadas a percep¢ao de mérito e autoria. Na mesma
direcdo do que aponta a professora Luiza, a mestranda Monica (2025) faz um desabafo sobre o
preconceito e constrangimento, as vezes velados e silenciosos enfrentados por ela e colegas,

neste trecho abaixo:

[...] tem me incomodado muito professores jogarem isso no ar. Eu tenho escutado
muito em bancas, em avaliagdes de trabalho: - nossa, isso parece ser retirado do
ChatGPT! Vou dar o exemplo de uma palavra que tem incomodado muito eu e uma



158

colega, que ¢ crucial. Antes do ChatGPT [...] os autores podiam utilizar e a gente ndo
pode. Entdo, é uma preocupagdo muito grande [...] eu ndo concordo com isso. Assim,
de apontar um termo ou outro e falar assim: usou o crucial tem ChatGPT. Nao
concordo com isso!

Esse relato aponta para a instauragdo de uma vigilancia simbodlica na escrita
académica, em que determinadas escolhas lexicais passam a ser desqualificadas, restringindo a
expressdo dos pods-graduandos e convertendo a autoria em um campo de disputa por
legitimidade. Como argumenta Chartier (2002), a autoria ¢ uma constru¢do histérica e
culturalmente situada, cujos critérios de validagdo se transformam conforme os meios técnicos,
0s regimes institucionais e os pactos de leitura em vigor.

A académica diz ainda que mesmo textos inteiramente humanos podem ser
invalidados por ferramentas de verificagdo antiplagio, como ocorreu quando submeteram a
dissertacao de uma professora, escrita nos anos 2000, a uma ferramenta, para realizar um teste,
e esta indicou que 50% do conteudo teria sido gerado por IA. Essa situagcdo também ¢ discutida
por Sampaio, Sabbatini e Limongi (2024), que pedem cautela em relagdo a esse tipo de
procedimento, justamente porque certos tragos linguisticos vém sendo tratados como indicios
de delegacdo algoritmica.

Essa conjuntura revela um paradoxo contemporaneo: enquanto se exige
transparéncia no uso de ferramentas generativas, o discurso académico, ainda pautado por
desconfiangas e julgamentos velados, acaba por desincentivar essa pratica. A suspeita projetada
sobre certas estruturas linguisticas instaura uma forma de policiamento discursivo, em que o
pesquisador se sente compelido a moderar sua escrita para nao parecer ilegitima.

Esse tipo de vigilancia simbolica atua como um dispositivo regulador da linguagem
académica, estabelecendo critérios implicitos sobre quais formas de expressdo e autoria sdo
consideradas legitimas. Ao desautorizar certas escolhas linguisticas com base em sua suposta
artificialidade, instala-se um ambiente em que o sujeito da escrita precisa constantemente se
justificar. O reconhecimento da autoria passa a depender da adequacao a padrdes consagrados,
o que pode silenciar vozes dissonantes e desencorajar o uso critico de tecnologias de apoio a
escrita.

Sob essa dtica, o que estd em disputa ndo ¢ apenas a origem do texto, mas a propria
possibilidade de experimentar e inovar nos modos de escrever na academia. Como observa
Santaella (2023f), a presenca da IA nos processos de producdo textual exige uma
reconfiguragdo dos regimes de confianga e uma abertura ao reconhecimento de novas formas

de autoria mediada. No entanto, quando essa mediagdo € reprimida por mecanismos normativos
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implicitos, tende-se a reforcar um ideal conservador de escrita académica, descolado das
transformagdes contemporaneas da producao do conhecimento.

Diante da fragilidade das ferramentas de detec¢ao automatizada e do risco de
judicializagao de acusagdes sem comprovacao de autoria, Sampaio, Sabbatini e Limongi (2024)
propdem uma abordagem indireta como alternativa avaliativa. Essa estratégia pode ser adotada
tanto em bancas quanto no processo de orientagdo, priorizando a analise do proprio texto em
busca de indicios de autoria humana e de curadoria critica. Sugerem, para isso, que certas
caracteristicas recorrentes em textos gerados por inteligéncia artificial sem intervengao ativa

podem servir como alertas, tais como:

Falta de conex@o pessoal e inteligéncia emocional; Falta de coesdo e articulacdo entre
ideias; Superficialidade na abordagem de questdes tedrico-metodoldgicas; Auséncia
de exemplificacdo; Textualizagdo vaga, com excesso de adjetivos e advérbios;
Referéncias nio verificaveis (Sampaio; Sabbatini; Limongi, 2024, p. 39).

Tais elementos, quando considerados de forma articulada e ndo isolada, podem
oferecer subsidios para analises qualitativas mais criteriosas, especialmente em contextos nos
quais nao ha respaldo técnico confiavel para confirmagdo da autoria.

Um ponto que merece atengdo na analise da subcategoria autoria ¢ a forma como
alguns entrevistados compreendem o funcionamento da inteligéncia artificial generativa. A fala
da doutoranda Paula (2025) ¢ ilustrativa nesse sentido, ao afirmar: “Porque, por exemplo, se
eu pego uma IA, coloco um tema ld, ela vai me escrever, eu ndo escrevi, foi ela. Entdo, como
que eu vou justificar aquilo que ta la, entendeu?” Tal colocacdo sugere o entendimento do uso
em uma perspectiva instrumental e automatizada dessas tecnologias, como se fossem capazes
de redigir textos completos de maneira autdnoma, bastando ao usuério fornecer-lhes um tema.

Essa concepgdo, ainda que critica, revela um desconhecimento importante sobre o
modo como operam os modelos de linguagem generativa, que pode também refletir em
suposicdes preconceituosas sobre a elaboracdo de textos hibridos. Ao contrario do que a
metafora do “texto pronto” sugere, esses sistemas operam como preditores estatisticos de
palavras, ou seja, selecionam a proxima palavra com base em padrdes probabilisticos extraidos
de grandes volumes de dados. Por isso, esses sistemas tém sido chamados de ‘“papagaios
estocasticos” (Bender et al., 2021): produzem combinag¢des linguisticas plausiveis com base em
padrdes estatisticos, mas sem qualquer compreensdo real do conteido, do contexto ou da

veracidade das informacoes.
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Ao contrario da escrita autoral, que exige elaboracdo conceitual e posicionamento
tedrico, os sistemas generativos operam por previsdo da proxima palavra mais provavel. Essa
logica preditiva ndo equivale a produ¢ao de conhecimento, mas sim a geracao estatistica de
textualidades plausiveis. Por isso, exige-se do pesquisador uma atuacgao critica e interventiva,
capaz de transformar respostas genéricas em textos coerentes, fundamentados e
verdadeiramente alinhados ao rigor cientifico exigido em programas de Po6s-Graduagdo Stricto
Sensu, especialmente na area da educagao.

Ignorar essa diferenca pode levar a supervalorizacao das capacidades da IA e ao
enfraquecimento da exigéncia de curadoria e reinterpretagdo critica por parte do pesquisador.
Tal distin¢do refor¢a a importancia de que os pés-graduandos compreendam o funcionamento
técnico e os limites epistemoldgicos desses sistemas, evitando tanto a delegagdo acritica da
autoria quanto a ilusdo de que as tecnologias possam substituir o exercicio formativo da escrita
cientifica.

Diferentemente do que essa percepgao instrumental sugere, os modelos generativos
ndo entregam um produto final pronto para ser assumido como autoria do pesquisador. Eles
erram, alucinam, aplicam vieses e, como disse o professor Roberto (2025), “mentem”’; ndo tém
compreensdo do real nem intencionalidade. Por isso, os contetdos produzidos demandam
curadoria ativa, reescrita, cruzamento com dados empiricos e alinhamento aos objetivos
metodoldgicos da pesquisa.

Portanto, a subcategoria autoria revelou um consenso entre os participantes: 0 uso
da IA ¢ admissivel apenas quando subordinado a centralidade da autoria humana. Essa condi¢ao
¢ inegociavel e reflete uma compreensdo profunda do papel do pesquisador na producao do
conhecimento. Em tempos de transformagdes tecnologicas aceleradas, resguardar a autoria ¢
reafirmar o compromisso da ciéncia com a ética, a integridade epistémica e a formagao critica
dos sujeitos que a produzem, exigindo que o pesquisador seja capaz de sustentar teoricamente
cada etapa da construgdo textual.

Ainda assim, como discutiremos na proxima subcategoria, a centralidade da autoria
ndo basta; a originalidade ¢ que assegura o valor formativo e a legitimidade epistémica dos
textos hibridos. A originalidade, compreendida como producdo de sentido singular e
alinhamento entre linguagem, conteiido e proposito formativo, emerge como outro critério

valioso na avaliagdo ética e metodologica da presenga da IA na Pos-Graduacao.
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5.2.2.4 O verniz e a legitimidade da apropriacido: quando a originalidade exige mais do

que autoria

A originalidade, subcategoria bem proxima a autoria, emergiu como uma
preocupacao central entre os vinte participantes que admitem, condicionalmente, o uso da
inteligéncia artificial na escrita académica. Essa preocupagdo estd ancorada na premissa de que
a produgdo cientifica deve refletir um processo genuino de elaboragdo de ideias, pautado na
criatividade, na reflexao critica e na singularidade do pensamento do pesquisador.

Conforme visto na subcategoria anterior, embora o valor da originalidade também
se manifeste nas falas dos docentes que compdem a categoria da resisténcia, ali ela se associa
a defesa de uma escrita artesanal e a rejei¢do da mediacdo tecnologica. J& no campo da
admissibilidade condicionada, o que se observa ¢ um movimento de incorporacao critica da IA,
desde que ndo comprometa a construgdo de um texto original, ancorado na trajetdria formativa
do autor e nas escolhas epistemoldgicas e metodoldgicas que orientam seu trabalho.

Antes de avangarmos na andlise dos posicionamentos dos entrevistados, ¢
importante distinguir, ainda que brevemente, os conceitos de autoria e originalidade, pois,
embora estejam intimamente relacionados, nao sdo sinonimos. Para Chartier (1998b), a autoria
envolve uma operacdo intelectual que ultrapassa o simples ato de escrever, articulando
apropriacao, reorganizacao e producdo de sentido a partir de saberes ja existentes. Em sintese,
enquanto a autoria diz respeito a responsabilidade intelectual e a agéncia sobre o texto, a
originalidade refere-se a contribui¢do singular e interpretativa que dele emerge.

Assim, um texto pode ser considerado autoral, ou seja, produzido legitimamente
por um sujeito, e ainda assim carecer de originalidade, caso ndo promova deslocamentos,
tensdes ou novas conexdes entre ideias. A originalidade, portanto, ndo reside necessariamente
na invenc¢do de conceitos inéditos, mas na capacidade de dizer algo novo sobre o ja dito,
atribuindo-lhe um sentido singular. Um trabalho que apenas reorganiza contetdos
consolidados, mesmo sendo de autoria propria, pode carecer de originalidade por ndo apresentar
uma contribuicao intelectual efetiva.

No campo da admissibilidade condicionada, entendemos que autoria e
originalidade devem caminhar juntas: espera-se que o pesquisador assuma a responsabilidade
pelo texto (autoria), mas também que o produza de forma criativa, reflexiva e fundamentada
(originalidade), mesmo quando utiliza tecnologias como a inteligéncia artificial. Nesse sentido,
ambos os critérios se tornam complementares para assegurar a legitimidade e a integridade da

producado cientifica.
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Conforme problematizam Santos e Santaella (2024), um dos riscos da adocao
acritica de ferramentas generativas na pesquisa ¢ a superficialidade dos enunciados, o que tende
a diluir a singularidade da reflexdo. A produg¢do académica, segundo as autoras, deve sustentar-
se na elaboragdo de pensamento proprio, € nao na reiteracdo de contetidos genéricos extraidos
automaticamente de grandes bases de dados. Quando o pesquisador ndo consegue imprimir sua
subjetividade e o seu lugar enunciativo no texto, a originalidade se esvazia e, com ela, a
contribuicao cientifica. Diante disso, as autoras defendem que a mediacao tecnologica exige
redobrada atencdo a dimensao formativa da pesquisa, para que os textos ndo se limitem a
reproduzir padrdes, mas expressem interpretagdes situadas e autorais do objeto de estudo.

Essa exigéncia de elaboragdo autoral ¢ evidenciada nos relatos dos participantes,
como mostra a fala da mestranda Débora (2024), descrita no Quadro 5. Ela destaca que o
conteudo gerado pela IA s6 se torna inédito e relevante quando parte de ideias previamente
formuladas pelo pesquisador: “Se eu der o comando ja com as minhas ideias e criagoes, ele vai
fazer algo inédito. [...] A ideia que eu coloco como comando, eu dou com detalhes.” Nesse
sentido, a ferramenta ¢ legitima quando o pesquisador exerce um papel ativo na formulagao,
interpretacdo e adaptacdo do que ¢ produzido, orientando o uso da tecnologia segundo os
objetivos da pesquisa e a identidade discursiva do autor.

Essa perspectiva também ¢ refor¢ada por Joana (2024), que afirma: “é muito facil
perceber se foi a pessoa que construiu ou ndo" seu projeto, tese ou dissertagdo, sugerindo que
a originalidade se revela ndo apenas no texto escrito, mas também na performance discursiva
em entrevistas ou defesas. Por isso, rejeita qualquer forma de uso automdtico dessas
tecnologias.

A énfase na demonstracdo da originalidade e da autoria ndo se restringe a
materialidade do texto, mas se estende também aos contextos avaliativos, como 0s processos
seletivos para ingresso nos Programas de Pos-Graduagdo em Educagdo e em suas bancas de
qualificacdo e defesa. Tal preocupacao apareceu de forma recorrente nas entrevistas, em parte
porque o roteiro de perguntas incluiu situagdes hipotéticas sobre a declaragao explicita do uso
da IA em teses e dissertacdes, levando os participantes a refletirem sobre seus efeitos simbdlicos
e institucionais nesses momentos de avaliacao.

A compreensdo da originalidade como manifestacao de autoria critica e presenca
intelectual também se expressa com nitidez nas falas de professoras que integram esta pesquisa.
Tal como a doutoranda Joana, elas reconhecem que o uso de ferramentas generativas pode ser
legitimo, desde que subordinado ao dominio epistémico do pesquisador e articulado ao seu

percurso formativo. Nessa perspectiva, ndo se trata apenas de declarar que o texto ¢ de autoria
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propria, mas de demonstrar, nas escolhas tedricas, metodologicas e discursivas, um
compromisso efetivo com a constru¢do do conhecimento.

Essa concepgao ¢ fortemente defendida pela professora Silvia (2025), ao afirmar
que a pesquisa em educacdo “tem uma relagcdo direta com o nosso compromisso com as
geragoes futuras”, sendo, por isso, inaceitdvel que se limite a repeticao de ideias ou a mera
reorganizac¢do de conteudo. Para ela, a originalidade se manifesta na capacidade de propor algo
novo, com base em uma problematica real, exigindo do pesquisador ndo apenas empenho, mas
também racionalidade, curiosidade e compromisso ético com o campo. Sua fala evidencia que
a singularidade do texto ¢ inseparavel da experiéncia formativa do sujeito que o escreve, razao
pela qual o uso da inteligéncia artificial generativa so se torna admissivel quando integrado a
um percurso genuinamente reflexivo.

Nessa mesma dire¢do, outra docente propde uma analogia potente ao discutir os
limites éticos e epistémicos da elaboragao de textos hibridos: o uso de ferramentas digitais pode
funcionar como um “verniz” aplicado sobre um contetdo fragil, mal elaborado ou mesmo
ausente. O problema, portanto, ndo ¢ a ferramenta em si, mas 0 modo como ela ¢ empregada.
Se o estudante apenas delega a tecnologia a funcdo de construir o texto e, depois, apenas o
“reveste” com pequenos retoques para ocultar lacunas de contetido ou de estudo, entdo ha uma
falsa aparéncia de autoria e originalidade. A critica a esse disfarce para fragilidades conceituais
e formativas ecoa a adverténcia que abre esta categoria: “Se o verniz encobre a madeira podre,
ndo serve. O que importa é o que esta embaixo: autoria, reflexdo, estudo” (Professora Laura,
2025).

Nesse sentido, a originalidade académica ndo pode ser confundida com um
acabamento polido. Ela se constroi por meio da elaboragdo reflexiva, da imersdo critica nos
referenciais teoricos e do enfrentamento das incertezas proprias do percurso investigativo. O
uso da inteligéncia artificial, quando serve apenas para encobrir lacunas formativas,
compromete ndo sO a autoria, mas também a integridade ética e epistémica do conhecimento
produzido.

Ainda assim, a docente também aponta que o uso da tecnologia pode assumir um
papel formativo e legitimo. Quando empregada como apoio para aprofundar o didlogo com os
autores, reorganizar argumentos ou superar dificuldades de expressao, desde que preservado o
dominio epistémico sobre o conteudo, a originalidade permanece preservada. Como afirma a
docente: “se ele diz: ‘eu usei IA, mas eu me apropriei’, ai é outra historia. [...] Eu li, identifiquei
as aproximagoes do meu trabalho, entendi o que a IA estava propondo, corrigi coisas que a IA

estava propondo [...] porque quem conhece meu trabalho sou eu” (Professora Laura, 2025).
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Essas falas reforgam que, para os participantes de ambos os programas analisados
(UNIO1 e UNIO2), o valor de uma tese ou dissertacao na P6s-Graduagdo ndo se limita a autoria
formal. O que se exige, sobretudo, ¢ a demonstracao de uma apropriagao auténtica do percurso
investigativo. Em um cendrio de crescente automatizacao, preservar a originalidade significa
garantir que o texto académico traduza uma construg¢do intelectual situada, orientada por
escolhas conscientes e ndo apenas o resultado de respostas geradas por sistemas artificiais que
ocultam fragilidades formativas.

Nesse sentido, o papel do orientador ganha centralidade como agente que
potencializa essas escolhas, intervém criticamente nos textos e acompanha o desenvolvimento
do pesquisador ao longo da escrita. E justamente essa dimensdo formativa da orientagdo que

analisaremos a seguir, na préxima subcategoria.

5.2.2.5 Acompanhamento no processo de orientacio

Diferentemente das subcategorias anteriores, que analisaram exclusivamente os
participantes da admissibilidade condicionada, a subcategoria acompanhamento no processo
de orienta¢do examina uma pergunta comum a todos os entrevistados, permitindo observar
tensdes, convergéncias e silenciamentos sobre a pratica da orientacdo frente ao emprego de
tecnologias generativas na Pds-Graduacdo. Trata-se, portanto, de uma subcategoria com
abordagem transversal, cujo critério de analise ndo ¢ a posi¢do frente ao uso da inteligéncia
artificial generativa propriamente dito, mas a percep¢do sobre a necessidade (ou ndo) de
transformar o processo de orientacdo de dissertagdes e teses.

A pergunta em foco foi: Vocé acredita ser necessario alterar a forma de orientagdo
de trabalhos de dissertagdo e tese? () Sim () Nao? Se sim, em quais aspectos?. Entre os 24
participantes entrevistados, 20 (11 académicos e 9 professores) responderam afirmativamente,
enquanto 4 (trés docentes e um discente) disseram nao ver necessidade de mudangas.

Com base nesses dados, a analise foi organizada em dois blocos interpretativos: (1)
Sim — defendem mudancas no processo de orientacdo; (2) Nao — ndo identificam necessidade
de alteragdes. A seguir, apresentamos, de forma analitica, os principais argumentos mobilizados

por cada grupo.
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Sim, o processo de orientacio deve ser repensado

A ampla maioria dos participantes desta pesquisa reconhece a necessidade de
revisdo no modelo atual de orientagao de teses e dissertagdes. Essa percepcao coletiva aponta
para um deslocamento no imaginario formativo da Pés-Graduacao, evidenciando tensdes entre
praticas tradicionais e os novos desafios éticos, tecnologicos e epistémicos impostos pelas
tecnologias generativas.

Tal transformacgdo decorre ndo apenas da chegada de novas ferramentas, mas da
consciéncia de que a orientagdo, como tem sido conduzida, ja ndo responde adequadamente as
complexidades da produgdo cientifica contemporanea. Nesse cendrio, a incorporacdo de
ferramentas de IA ao fazer académico pode implicar a necessidade de revisar os modos de
orientar no mestrado e doutorado, o que abre espaco para a emergéncia de posturas mais criticas
por parte dos docentes e mais reflexivas e conscientes por parte dos discentes.

A auséncia de didlogo sistematico sobre o uso da inteligéncia artificial nos
processos de escrita académica tem gerado lacunas formativas importantes na P6s-Graduagao.
Professores e estudantes apontam que a atuacao do orientador, quando omissa ou desatualizada,
pode fragilizar a autonomia do pesquisador € comprometer o desenvolvimento de uma autoria
critica e ética. Como adverte a professora Luiza (2025), “o estudante fica sozinho [...] vai fazer
o que da na cabega dele”, evidenciando os riscos da auséncia de mediagdo critica na orientagao,
que deve garantir acompanhamento ético, dialogico e formativo.

Nessa perspectiva, a fun¢do do orientador ndo ¢ apenas técnica ou avaliativa, mas
profundamente formativa, pois implica interrogar escolhas, provocar justificativas, revisitar
fundamentos e construir conjuntamente os sentidos da autoria. A orientacdo deve garantir
escuta, negociagdo e acompanhamento critico, evitando tanto a repressdo normativa quanto o
laissez-faire diante das tecnologias generativas.

Essa compreensao da orientagdo como pratica formativa se amplia ainda mais com
a reflex@o da professora Silvia (2025), ao considerar que

[...] a gente vai ter que alterar a didatica das disciplinas [...] a dindmica dos grupos de
pesquisa e em quais aspectos? Em retomar questdes sobre a dimenséo ética, sobre a

importancia do conhecimento cientifico, sobre as questdes da subjetividade na autoria
de textos.

A professora retoma a importancia de discutir as dimensdes éticas, epistemoldgicas
e subjetivas da autoria na pesquisa. Para ela, ndo se trata de uma responsabilidade

individualizada, mas de um desafio institucional que exige agdes coletivas, como comissoes,
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eventos formativos e espacos de debate sobre o uso da inteligéncia artificial na produgdo
académica. Sua proposi¢do converge com o que defendem Velez e Rister (2024 p. 6) ao
enfatizar que “os estudantes podem ser envolvidos na defini¢ao de quando e como a IA pode
ser usada eticamente, incentivando assim uma reflexdo mais profunda sobre autoria, trabalho
editorial e integridade”.
Essa observacdo dialoga com a analise de Santos (2024), ao apontar que os grupos
de pesquisa, apesar de serem espacos coletivos de formagao, muitas vezes nao favorecem o
exercicio efetivo da autoria, reproduzindo praticas reprodutivistas e distanciadas da experiéncia
subjetiva do pesquisador. Nesse sentido, as medidas frente ao uso da A devem ultrapassar a
esfera da orientacdo individual e alcangar também as instancias coletivas de formacgéao
académica, de modo a sustentar processos de autoria contextualizada, ética e criativa nos
diferentes momentos da Pos-Graduagao.
Essas ac¢des, contudo, ndo devem assumir o viés da vigilancia ou do controle. Como
pondera a doutoranda Paula (2024),
[...] isso é mais importante do que entrar no nivel de vigilancia, ndo ¢ um plagio. [...]
¢ aprofundar as reflexdes éticas do uso, por que usar ou por que nio, em quais

situagdes. [...] Porque ¢ algo que esta ai e ndo tem como ficar controlando se ta sendo
usado ou ndo, ndo tem como pegar isso exatamente, né?”.

Sua fala reforca que, diante da complexidade dos usos da inteligéncia artificial, o
caminho mais potente ¢ o da formagado €tica e argumentativa, ndo o da repressao normativa,
frequentemente ineficaz e descolada da pratica concreta. Conforme propoe Freire (2017), a
pedagogia da autonomia exige uma educagdo baseada no didlogo, no exercicio da liberdade
com responsabilidade e na formagao critica do sujeito.

Diante da presenga das tecnologias generativas na escrita académica, a formacao de
pesquisadores demanda um olhar critico ndo apenas sobre o conteido gerado, mas também
sobre os proprios sistemas que o produzem. Ao propor uma critica democratica da técnica,
Feenberg (2010) alerta que a tecnologia ndo ¢ neutra: carrega visdes de mundo, escolhas
politicas e interesses econdmicos que moldam sua forma e seu uso.

No caso da inteligéncia artificial generativa, essa nao neutralidade se expressa
naquilo que Bail (2024) denomina opacidade algoritmica. Segundo esse autor, “esses sistemas
de IA generativa tém uma opacidade quase total, ndo sabemos como foram treinados, quais
dados foram usados e, muitas vezes, nem como exatamente chegaram aquela resposta gerada”

(p. 4-5, tradugdo nossa). Essa opacidade estrutural dos sistemas, por vezes naturalizada ou
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ignorada, coloca em evidéncia a necessidade de um esforco formativo que transcenda o dominio
instrumental da ferramenta.

Como argumentam Sampaio, Sabbatini ¢ Limongi (2024, p. 33), “a adogdo de
modelos de TA de codigo aberto ¢ uma maneira eficaz de promover a transparéncia. Tais
modelos facilitam a revisdo e colaboragdo entre pesquisadores e permitem auditorias publicas
e independentes, facilitando que a IA seja usada de maneira justa e ética”. A perspectiva desses
autores refor¢a a importancia de inserir na formacao académica um debate sobre as implicagdes
epistémicas do uso de tecnologias proprietarias, sobretudo quando elas se tornam mediadoras
da escrita cientifica. Nao basta ensinar a usar esses sistemas; ¢ preciso formar para compreender
suas nuances e consequéncias politicas.

Nesse contexto, o processo de orientacdo ganha novo contorno: passa a ser também
um espaco de letramento algoritmico e epistemologico, em que o pesquisador ¢ convidado a
refletir sobre a curadoria dos dados, a confiabilidade das informagdes e a integridade dos
argumentos. Embora o letramento algoritmico esteja relacionado a engenharia de prompt
(Pimentel, 2024; White et al., 2023), entendida como a capacidade de elaborar comandos
eficazes para os sistemas de linguagem, ele nao se confunde com o letramento epistemolégico,
que envolve o exercicio critico necessario para interpretar os resultados gerados.

Essa dimens3o emancipadora ¢ o que caracteriza a chamada pedagogia do prompt,
discutida por Silva (2024) e Santos (2024), que desloca o foco do uso técnico para a formacao
do pensamento investigativo: ao revisar respostas, testar possibilidades e confrontar
inconsisténcias, o pesquisador desenvolve metacogni¢cdo, consciéncia linguistica e
responsabilidade argumentativa.

Ao invés de decisOes unilaterais, a adogdo da IA generativa tem sido, em alguns
casos, tema de negocia¢do, pactuagdo e constru¢do compartilhada. A fala da professora Joelma
(2024) ilustra esse movimento ao afirmar que "os professores [...] tem que se apropriar [...] da
inteligéncia artificial, para [...] pactuar qual uso que eles poderdo fazer, porque [...]
inevitavelmente, eles fardo esse uso”. Essa perspectiva indica uma transi¢do ou aponta para
uma mudanga de paradigma de um modelo prescritivo para uma postura dialogica e
corresponsavel.

Sua fala ratifica que, diante da complexidade dos usos da inteligéncia artificial, o
caminho mais potente ¢ o da formagao ética e argumentativa, ndo o da repressao normativa,
frequentemente ineficaz e descolada da pratica concreta. Conforme propde Freire (2017), a
pedagogia da autonomia exige uma educagdo baseada no didlogo, no exercicio da liberdade

com responsabilidade e na formacao critica do sujeito.
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Tal posicionamento serd corroborado mais adiante nesta tese, na analise da etapa
de elaboragdo da conclusdo, quando observamos que, mesmo partindo de posturas distintas, a
orientadora mais cautelosa e a orientanda mais aberta a tecnologia, ambas constroem uma
relagdo formativa baseada na escuta, na negociagdo e na revisao critica dos textos.

O orientador deve atuar como mediador ético e epistémico da relagdo entre
estudante e IA. Mais do que ensinar o uso técnico da ferramenta, cabe-lhe acompanhar
criticamente sua aplicagdo, assegurando que o pesquisador mantenha autoria, discernimento e
responsabilidade sobre o processo de escrita.

O reconhecimento de que os estudantes utilizam a A, ainda que por vezes de modo
invisivel, desafia a orientacdo a criar espagos legitimos para discussdo franca e ética sobre o
tema. Em vez de silenciar ou punir, o foco desloca-se para orientar ¢ formar. Trata-se, portanto,
de um processo que requer abertura para a escuta mutua e flexibilidade para adaptar os modos
de orientar as novas condi¢des formativas da P6s-Graduagdo. A escrita académica revela-se
como resultado de multiplas media¢des, humanas e ndo humanas, demandando do orientador
um papel cada vez mais ativo na gestdo desses atravessamentos.

A auséncia de normativas institucionais claras sobre o emprego da inteligéncia
artificial na Pos-Graduagdo tem gerado constrangimentos e insegurangas no ambito académico.
Em seu relato, a mestranda Isabel compartilhou a experiéncia de ter sido acusada de plagio ao
utilizar uma ferramenta baseada em linguagem natural de forma consciente para auxilid-la em
uma etapa da escrita em que encontrava dificuldades. Embora tivesse clareza sobre o carater
autoral de sua producdo, enfrentou julgamento de um profissional que, inicialmente, havia
validado a utilizagdo da tecnologia. A estudante afirmou, ainda, que passou a fazer
acompanhamento psicoldgico apos o ocorrido.

Essa exigéncia de clareza e pactuacdo institucional ¢ reforcada pela propria pos-
graduanda, ao defender a criagdo de protocolos para orientar a utilizagdo dessas tecnologias em

contextos académicos:

Eu acredito que principalmente na questao do que pode e ndo pode ser usado. Eu acho
que todo protocolo nessas situagdes ¢ necessario, porque ¢ um acordo, € tipo um jogo,
onde tem as regras, e todo mundo tem que saber as regras claras desse jogo. Porque
sendo ele ¢ desigual para algum canto e vai trazer momentos de constrangimento
muito sérios (Mestranda Isabel, 2025, grifos nossos).

O episddio evidencia como a indefini¢do institucional pode abrir margem para
interpretagdes subjetivas e situagcdes que poderiam ser evitadas, muitas vezes marcadas por
visdes conservadoras ou por desconhecimento das possibilidades técnicas e éticas associadas

ao uso da [A. Mais do que uma questdo operacional, trata-se de preservar a saide emocional e
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o percurso formativo dos estudantes, evitando assimetrias de julgamento, constrangimentos
publicos e até mesmo judicializagdes, como alertam Sampaio, Sabbatini e Limongi (2024).

Em consonancia com esse argumento, Moorhouse et al. (2023), citados por
Sampaio, Sabbatini e Limongi (2024), sustentam que “as avaliagdes devem integrar a IA de
forma controlada, promovendo tanto a ética académica quanto o letramento digital de alunos e
pesquisadores em formagdo.” Essas diretrizes ndo apenas coibem usos indevidos, mas também
promovem maior transparéncia e seguranga nos processos de ensino e avaliacao.

Corroborando esse pensamento, a professora Silvia (2025) defende que as medidas
para enfrentar os desafios colocados pelas tecnologias algoritmicas na universidade ndo devem
ser atribuidas a uma missao individual: “/Acho que isso tem que ser um tema de estudo, de
debate da Pos-Graduagdo como um todo. [....] criar uma comissdo para discutir isso, eventos
com os orientadores, com os orientandos]”. Além disso, a professora Joelma afirma ser
necessario ter uma disciplina sobre o tema que integre o curriculo do Programa. Essas seriam
algumas medidas para construir uma pratica de pesquisa responsavel e coerente com os valores
da integridade académica e cientifica.

Por outro lado, a falta de clareza normativa pode alimentar um ambiente de
vigilancia velada, como destacam Velez e Rister (2024, p. 4, tradu¢do nossa): “Em muitas
instituicdes, ¢ comum ouvir relatos de pesquisadores que dizem estar sendo policiados por
colegas quanto ao uso de sistemas generativos, muitos dos quais também utilizam essas
ferramentas em segredo.” Esse policiamento informal tende a gerar desconfianca e prejudica o
desenvolvimento de uma cultura de confianga no ambiente institucional.

Retoma-se aqui o desconforto mencionado pela mestranda Monica (2025),
decorrente de insinuagdes feitas em bancas e avaliagdes com base apenas em determinadas
escolhas lexicais, no caso o uso da palavra crucial.

Dessa forma, a auséncia de regras e protocolos claros compromete ndo apenas o
bem-estar dos estudantes, mas também o potencial pedagdgico da orientacdo na era da
inteligéncia artificial. A construgdo de normativas compartilhadas, portanto, deve ser
compreendida como parte integrante de uma politica institucional voltada a formagao ética e ao
fortalecimento da autoria académica em tempos de reconfiguracdo tecnologica.

Além da defini¢ao de protocolos institucionais, outra frente importante para lidar
com os dilemas éticos, epistémicos e formativos dessa conjuntura estd na valorizagdo de
praticas pedagdgicas que favorecam a formagdo critica e a responsabilizagdo dos estudantes
quanto a apropriacdo consciente desses recursos tecnologicos. Entre essas praticas, destaca-se

o papel das perguntas orientadoras, ndo como instrumento de julgamento, mas como dispositivo
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de escuta ativa e mediacdo dialdgica, como nos orienta a pedagogia da pergunta (Freire;
Faundez, 1985).

Um exemplo significativo desse tipo de abordagem aparece nas indagagdes
formuladas por uma das mestrandas ao refletir sobre os critérios que poderiam orientar uma
avaliacdo justa e formativa da utilizagdo de ferramentas computacionais generativos na escrita
académica. Em vez de propor proibi¢des genéricas ou defender permissividades irrestritas, sua
proposta parte de um gesto pedagogico de escuta e problematizagdo, como revela a seguinte
formulacao: “De que maneira ele utilizou a IA no trabalho? Foi na correg¢do gramatical? Nas
normas? [...] Quais foram os desafios encontrados ao longo do percurso da escrita que o levou
a utilizar a IA? E por qué?” (Mestranda, Maria, 2024).

Tais perguntas ndo apenas revelam um interesse investigativo, mas também
configuram uma pratica de mediacdo orientadora. Elas instigam o pesquisador a explicitar o
lugar da IA no processo de produgdo, a justificar suas escolhas e a reconhecer as dificuldades
que o levaram a buscar apoio tecnologico. Isso amplia as possibilidades de didlogo entre
orientador e orientando, permitindo ndo apenas o acompanhamento técnico do trabalho, mas a
construcdo de uma postura ética diante da autoria e da integridade cientifica. Perguntas como
“como?”, “por que?” e “com que finalidade?” funcionam, nesse contexto, como dispositivos
formativos que favorecem a autonomia, o discernimento e a responsabiliza¢do critica do
orientando.

Conforme tem sido defendido ao longo deste eixo analitico, a presenga da
inteligéncia artificial na Pos-Graduagdo exige mais do que normas técnicas ou controles
institucionais: demanda praticas dialdgicas capazes de sustentar uma formagdo ética e
epistémica robusta. Nesse horizonte, conforme formulam Freire e Faundez (1985), o gesto de
perguntar, quando elaborado de modo sensivel e formativo, torna-se, ele mesmo, um ato de

formacao.

Visdes que negam a necessidade de mudancas

Compdem esse bloco interpretativo, que retine participantes que nao identificam
necessidade de alteragdes, apenas trés professoras e uma mestranda. Afirmaram ndo haver
necessidade de modificar o processo de orientacao de dissertacdes e teses diante da emergéncia
da inteligéncia artificial generativa. Essa posi¢ao nao implica, contudo, a recusa da tecnologia,
mas expressa a crenca de que o modelo atual de orientacdo j& assegura os principios

fundamentais para uma producdo académica ética e responsavel. Ainda assim, cabe perguntar:
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serd que essa pratica, por Si so, é suficiente para enfrentar os desafios colocados pela presenca
da IA na Pos-Graduacdo?

Nas falas das participantes, observamos a valorizagdo da presenca, da escuta e da
intervencdo qualificada como garantias suficientes para enfrentar os desafios trazidos pelas
ferramentas algoritmicas na formacdo académica. A professora Carla (2024) destaca a
importancia do acompanhamento préximo como forma de preservar a autoria e evitar o uso
acritico da tecnologia: “Eu sou muito franca, muito honesta com meus orientandos. [...] O
importante ¢ estar junto para que nenhuma ou nenhum orientando se perca, ou seja, atraido
pelos encantamentos de realizar um trabalho exclusivamente com 14"

Em sintonia com essa compreensdo, a professora Laura (2025) reforga que o
compromisso com a autoria ja estd presente na pratica orientadora: “Eu corrijo o texto, eu
interfiro no texto, eu problematizo o texto. [...] Eu carrego na tinta. [...] As orientagdes sdo
sempre em busca da autoria”. Essa mediagdo critica, presente na pratica da professora Laura
(2025), também pode ser compreendida a luz de Feenberg (2004), que entende a tecnologia
como um artefato socialmente construido, cuja apropriagdo critica e contextualizada depende
das préticas e valores dos sujeitos que a utilizam, como ocorre nas interven¢des da professora
em favor da autoria.

Como argumenta o autor: “A tecnologia moderna ndo pode mais ser considerada
um simples instrumento. [...] E necessario compreender seus efeitos sociais e construir formas
de apropriagdo critica que favorecam a democratizacdo e o protagonismo dos sujeitos”
(Feenberg, 2004, p. 9). Assim, quando as professoras destacam a importancia da intervencdo
textual, da escuta e da presenca no processo orientativo, elas operam uma mediagao critica que
impede a naturalizagdo das ferramentas digitais e reinscreve a centralidade do humano na
formacao académica.

J4 a mestranda Angélica (2024), contribuindo com essa compreensdo, relata que “a
presenga da orientadora, do orientador, dos grupos de pesquisa [...] é essencial mesmo para
vocé crescer na sua pesquisa, eu acho o fator humano é essencial”. Sua fala revela uma
concepcao formativa que ressalta o papel insubstituivel das relagdes humanas, o didlogo e os
espacos coletivos como pilares para a constru¢do da autoria e da integridade cientifica, mesmo
diante da presenca crescente de tecnologias generativas nos contextos académicos.

Azambuja e Silva (2024) alertam para os riscos da “promessa” de automatizacao
total das tarefas cognitivas, que pode afastar os sujeitos da responsabilidade critica sobre o

processo de produ¢do do conhecimento. Por isso, a presenga formativa continua, tal como
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defendida pela entrevistada Angélica, atua como antidoto a essa tendéncia, pois resguarda a
autoria e a integridade académica e cientifica.

A centralidade ao dialogo, por meio da problematizacao como eixos formativos na
orientagdo académica encontra respaldo na obra de Paulo Freire e Faundez (1985),
especialmente na obra intitulada: Por uma pedagogia da pergunta. Para os autores, a pratica
educativa verdadeiramente critica ndo se baseia na imposic¢ao de respostas, mas na formulagao
de perguntas que instigam o sujeito a pensar, refletir e posicionar-se no mundo. Esse movimento
de problematizacao ¢ evidente nas experiéncias relatadas pelas docentes, que concebem a
orientacdio como um espago de interpelacdo ética e epistémica. Ao assumirem a
responsabilidade de intervir, dialogar e provocar seus orientandos, as professoras materializam
o que Freire chamaria de “ato de formacgdo", um encontro entre sujeitos que se reconhecem
inacabados, historicos e capazes de aprender criticamente com o mundo € com oS outros.

As professoras, ao enfatizarem o vinculo pedagégico sustentado na franqueza, na
presenga e na responsabilidade compartilhada, desconstroem a ideia de que o uso de recursos
digitais generativos necessariamente comprometa a formacao. A docente Laura (2025) ilustra
essa postura ao afirmar: “/...J se ele ndo dialogou com a IA, se ele fez um texto da IA, eu tenho
que dialogar. Escuta essa afirmagdo aqui esta fragil. Isso aqui vocé precisa ler tal fulano [...] .

Essa postura docente se aproxima do que Santos (2024) e Silva (2024) conceituam
como pedagogia do prompt. Ao questionarem, indagarem e desafiarem os estudantes em seus
textos, as professoras realizam um exercicio que ultrapassa a mediacdo técnica, alcangando a
esfera da curadoria ética e da responsabilizagdo autoral. Como destaca a autora, a pergunta
pedagodgica € aquela que gera consciéncia, deslocamento e autoria, elementos visiveis nas
praticas de orientagdo relatadas pelas participantes.

Embora as praticas de orientagdo descritas pelas professoras entrevistadas revelem
um compromisso formativo relevante, pautado no didlogo, na intervencdo critica e na
responsabilizacdo autoral, ¢ preciso reconhecer que tais posturas, ainda que potentes,
permanecem situadas no plano individual. Em um cenario marcado pela rapida incorporagao
da inteligéncia artificial na pesquisa académica, a solidez da orientacdo ndo pode depender
apenas da ética e do engajamento pessoal de cada docente.

E necessario que os programas de Pos-Graduagio assumam coletivamente a
responsabilidade de revisar suas concepcOes formativas, estabelecer diretrizes claras e
promover espagos institucionais permanentes de formagdo sobre o uso responsavel de

tecnologias generativas. Assim, a qualidade da orientacdo podera deixar de ser uma experiéncia
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instdvel e condicionada ao esforco pessoal para se tornar uma politica estruturante no
enfrentamento dos desafios contemporaneos da produgdo cientifica.

Diante das anélises realizadas, a resposta a indagagao: serd que essa pratica, por si
50, é suficiente para enfrentar os desafios colocados pela presenca da IA na Pos-Graduagdo?,
exige uma consideragdo mais ampla. Embora as entrevistadas deste bloco demonstrem que uma
orientacdo comprometida com a escuta, a autoria e a problematizacdo ja ofereca elementos
formativos importantes, o avango das tecnologias generativas demanda vigilancia constante,
atualizagdo tedrica e abertura institucional para o didlogo critico. A confianca na poténcia da
presenca e da mediagdo humana nio elimina a necessidade de acompanhar as transformagdes
em curso e de repensar, sempre que necessario, os modos de orientar e de aprender na Pos-
Graduagao.

Retomando a epigrafe de Freire e Faundez (1985, p. 44), “a prética educativa nao
se faz por si s6, nem com receitas”. Essa ideia ecoa nas analises do Eixo 1 ao evidenciar que a
apropriagdo da inteligéncia artificial nesse nivel de formagao exige sensibilidade ética, escuta
ativa e humildade investigativa de orientadores e orientandos. Longe de oferecer respostas
prontas, a IA demanda discernimento e responsabilidade em sua integracdo aos processos de
pesquisa e escrita. O que esta em jogo ndo ¢ apenas a presenga da tecnologia, mas 0 modo como
ela ¢ mobilizada em contextos formativos marcados por tensdes e escolhas compartilhadas.

E justamente nesse ponto de inflexdo que encerramos essa primeira etapa da analise
e iniciamos o Eixo 2. Enquanto a se¢do anterior buscou compreender, a partir de cenarios
prospectivos, as percepcdes de pds-graduandos e docentes orientadores sobre a admissibilidade
da assisténcia da IA generativa na elaboracdo de pré-projetos de pesquisa € projetos de
qualificag¢do, o novo eixo propde uma leitura situada na materialidade da escrita académica, tal
como ocorre nas diferentes etapas de elaboragdo de dissertagdes e teses. O foco recai sobre os
usos concretos da IA generativa na producdo textual, os limites éticos percebidos, as
possibilidades admitidas e os critérios que orientam o discernimento sobre o que pode ou ndo

ser delegado a essas ferramentas no contexto da Pds-Graduac¢ao em Educagao.
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5.3 Eixo 2 — O texto hibrido na pesquisa e as tarefas que podem ser delegadas a 1A

generativa na elaboracio de teses e dissertacoes

Nio basta saber usar a ferramenta, ¢ preciso saber o que
se quer fazer com ela. Isso ¢ curadoria, isso € autoria, isso
¢ ética.

Santos (2024)

Este eixo se volta para a materialidade da escrita académica, buscando compreender
como mestrandos, doutorandos e docentes orientadores avaliam o uso da inteligéncia artificial
generativa nas distintas etapas que compdem o processo de producgdo textual no mestrado e no
doutorado e em quais tarefas podem ou ndo ser admitidas. A partir das entrevistas realizadas,
foram mapeadas percepgdes sobre quais tarefas sdo consideradas delegaveis a IA e quais devem
permanecer sob responsabilidade direta do autor humano. As analises exploram nao apenas o
grau de aceitabilidade de tais usos, mas também os argumentos éticos, epist€émicos e
pedagbgicos que sustentam esses posicionamentos.

Com base nessa delimitacdo, compreendeu-se que a apropriagdo do uso de IA
generativa em teses e dissertacdes ndo esta relacionada apenas ao perfil do pesquisador ou a
etapa da formagdo, mas também a natureza da tarefa que se pretende realizar com a sua
mediagdo. Os julgamentos de aceitabilidade variaram conforme o grau de complexidade e valor
epistémico atribuido a diferentes aspectos do texto a ser desenvolvido.

Algumas etapas evidenciaram tensdes e deslocamentos em relagdo as categorias
construidas no eixo anterior. Participantes que anteriormente se mostraram receptivos ao
emprego de sistemas computacionais generativos passaram a expressar maior cautela ou
resisténcia quando confrontados com os desafios éticos e epistemologicos especificos dessa
atividade.

Por outro lado, alguns dos que se posicionaram inicialmente de forma contraria
passaram a reconhecer possiveis contribuicdes da inteligéncia artificial em aspectos
considerados operacionais da elaboracdo do trabalho. Tais variagdes demonstraram que a
aceitabilidade desses tipos de recursos tecnoldgicos ndo ¢ uma posi¢ao fixa, mas situada e
modulada pelo entendimento do tipo da tarefa envolvida.

Com base nessa compreensdo, foi formulada a priori uma categoria central
intitulada tarefas que podem ou ndo ser delegadas a IA generativa em diferentes etapas da
elaboragao e escrita da pesquisa”. Essa categoria reuniu sete subcategorias, conforme descrigao

no quadro a seguir:
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Quadro 6: Panorama geral por tipo de tarefa que pode ser delegada “ou nao” a IA em
diferentes etapas da escrita de teses e dissertacoes

CATEGORIA: TAREFAS

. Revisao técnica e estrutural de escrita

. Geracgao e ampliagao de ideias

. Tradugao de lingua estrangeira

. Revisédo de literatura

. Resumo em portugués em teses e dissertagdes

. Analise e interpretagao de dados

SUBCATEGORIAS
N OO O A WN -

. Concluséo da tese ou dissertagao

Fonte: Elaborado pela autora com base no contetido das entrevistas — julho a abril de 2025.

As subcategorias revisdo técnica e estrutural da escrita, gera¢do e amplia¢do de
ideias e tradugdo de lingua estrangeira foram definidas a posteriori, a partir da emergéncia
espontanea desses temas nos relatos dos participantes. Como essas tarefas ndo foram previstas
no roteiro de entrevistas, optamos por tratd-las por meio de uma abordagem descritivo-analitica,
sem codificagdo sistematica. Essa decisdo metodoldgica estd alinhada aos principios da analise
de contetido de Bardin (2011), ao respeitar os limites do corpus empirico e a pertinéncia dos
dados coletados.

J& as subcategorias revisdo de literatura, resumo em portugués, andlise e
interpretagdo de dados e conclusdo foram definidas a priori, por se referirem a etapas
tradicionalmente reconhecidas como constitutivas dos trabalhos finais de mestrado e doutorado.
Por esse motivo, foram contempladas diretamente no roteiro de entrevistas, o que justificou a
sistematizacdo dos dados com base nos sentidos atribuidos pelos participantes a cada uma
dessas tarefas no processo de elaboracdo de teses e dissertagdes.

Na sequéncia, cada tipo de tarefa potencialmente delegavel a IA sera examinado a

luz das percepg¢des de docentes orientadores e pds-graduandos.

5.3.1 Revisao técnica e estrutural da escrita

Entre os empregos da inteligéncia artificial considerados legitimos pelos
entrevistados, destaca-se a sua aplica¢@o na revisao técnica e estrutural da escrita, apontada por
19 participantes do estudo. Essa atividade envolve tarefas como correcdo gramatical e

ortografica, aprimoramento da clareza, fluidez e coesdo textual, eliminagdo de repetigcdes e
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reestruturacao de trechos pouco compreensiveis. Para a grande maioria dos pos-graduandos e
docentes orientadores que integram a categoria da admissibilidade condicionada do eixo
anterior, esse tipo de uso ¢ aceito, sobretudo por ndo comprometer a autoria intelectual nem o
desenvolvimento critico do pesquisador. Ao contrario, a IA ¢ vista como ferramenta de apoio
que pode contribuir com a qualidade formal do texto académico.

A doutoranda Joana (2024) afirma: "/...] eu utilizo mais para revisar, reescrever,
melhorar a estrutura do texto. Porque as vezes a gente escreve uma coisa e ndo esta muito
claro. Entdo eu uso o ChatGPT pra melhorar essa fluidez do texto, mas nunca deixo de revisar
depois". Nessa fala, observamos que a [A nao ¢ utilizada para substituir o processo de producao
textual, mas como auxiliar na lapidagcdo da linguagem, mantendo o papel ativo da autora na
revisao final.

A adogdo de LLMs como recurso de apoio técnico também aparece relacionado a
democratizagdo do acesso a revisdo qualificada, especialmente em contextos de desigualdade
social. A mestranda Maria (2024) destaca que “Tem aluno que ndo tem condigoes de pagar 500
reais para uma revisora de texto. Mas ele pode usar a inteligéncia artificial hoje para fazer a
corregdo dos seus textos. Colocar ja nas normas da ABNT [...]”. A 1A, nesse caso, ¢ percebida
como uma alternativa viavel a contrata¢do de servigos especializados, permitindo ao estudante
acessar instrumentos de aprimoramento textual que anteriormente lhe eram inacessiveis.

Essa percepcdo da mestranda converge com discussdes presentes na literatura,
como a de Huang e Tan (2023), que identificam na IA generativa uma alternativa viavel para
apoiar pesquisadores que enfrentam dificuldades linguisticas. Embora o foco dos autores seja
em outro contexto, a logica pode ser transposta para a realidade brasileira: o uso da IA em
tarefas de revisdo técnica pode funcionar como um instrumento de democratizagdao do acesso a
escrita académica qualificada, beneficiando alunos que ndo tém condi¢des de contratar
revisores humanos ou de lidar sozinhos com normas complexas de escrita cientifica. Nesse
sentido, essas ferramentas atuam como mediadoras, reduzindo barreiras linguisticas e
ampliando as condi¢des de permanéncia e desempenho académico, sobretudo na Pods-
Graduacao publica.

Contudo, mesmo diante dessa legitimidade pratica, os autores que discutem a ética
na utilizagdo da IA recomendam cautela. Sampaio, Sabbatini e Limongi (2024, p. 31) alertam

que,

[...] a grande preocupacdo é sempre se ater a possiveis distor¢des do modelo e a
conferéncia sobre a inser¢do de algum erro ou inexatiddo no conteudo gerado. Em
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outras palavras, no atual momento, mesmo que o prompt de entrada seja apenas de
revisar um trecho, ele podera incluir informag¢des novas ou mesmo retirar outras.

Por isso, os autores reforcam a importancia de o texto passar por uma revisao
humana criteriosa, a fim de evitar que eventuais inadequagdes ou vicios de linguagem gerados
pelo modelo sejam incorporados pelo autor. Além disso, recomendam que as referéncias
sugeridas por ferramentas de [A generativa sejam sempre conferidas em suas fontes originais,
antes de serem utilizadas no trabalho.

Entre os docentes, ha exemplos de orientagdo ativa no uso desses Chatbots com
finalidade formativa. A professora Luiza (2025) compartilha um caso em que a ferramenta foi
incorporada ao processo de aprendizagem para desenvolver habilidade de escrita de sua

orientanda:

Eu tenho uma estudante [...] e que ela tem muito problema na estrutura de sentenca, é
uma coisa impressionante, ela ndo consegue fazer um paragrafo muito coerente, entao
ela estd precisando para a escrita, e eu ensinei ela exatamente a colocar em duas
colunas o texto dela, pedir correcdo, eu falei, vocé tem que aprender com ela, vocé
ndo pode so6 deixar ela, ¢ a [A pde em duas colunas, vocé vai comparar, vai ver onde
¢ que vocé errou [...]".

A experiéncia relatada pela professora Luiza evidencia uma apropriacio
pedagogica da TA generativa voltada a formagdo da escrita académica, com énfase no
desenvolvimento da autonomia da estudante por meio do uso critico da ferramenta. Esse tipo
de orientacdo ativa contrasta com discursos de proibi¢do ou medo e aponta para usos que
mantém o protagonismo humano no processo formativo.

Esse uso orientado e reflexivo encontra ressonancia em Chen, Bowe e Deng (2024),
ao relatarem que a adog¢do de apoio externo na escrita académica antecede o surgimento das
IAs generativas, incluindo servigos pagos de revisao e softwares gramaticais. Essa constatagao
convida a reflexdo sobre a fronteira, por vezes ambigua, entre o que se considera aceitavel ou

ndo no auxilio a producdo textual. Conforme ilustra o trecho a seguir:

[...] Por exemplo, a revisdo linguistica que a inteligéncia artificial fazer, de eliminar
as repetigdes, de as pontuagdes estarem melhor ajustadas, de cortar expressdes
repetidas que deixam o texto chato, que deixam o texto redundante. [...] a revisao
linguistica é, inclusive, recomendada [...]. E os revisores [...] sugerem cortes, eles
sugerem acréscimos, eles ajudam a organizar o texto. Entdo, se um revisor humano
pode ajudar a revisar o texto, Por que um revisor-maquina ndo pode ajudar a revisar
um texto? (Professora Lucia, 2025).

O comentario da professora Geisa reforca a ambiguidade nos critérios de

legitimidade da assisténcia a escrita académica, ao reconhecer que a integracdo de apoio na
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revisdo textual, como revisores humanos e softwares gramaticais, antecede a inteligéncia
artificial. Ao comparar esses recursos, ela relativiza a ideia de que tais mecanismos
comprometam a autoria, desde que o pesquisador mantenha o controle critico sobre o texto.
Assim, o emprego da IA para ajustes linguisticos e organizagdo textual ¢ compreendido como
apoio técnico legitimo, e ndo como substituicao autoral. Diante disso, vale a pena uma reflexao:
porque formas tradicionais de apoio sdo aceitas, enquanto intervengdes semelhantes feitas por
sistemas generativos geram resisténcia?

A resisténcia, portanto, nao decorre apenas da fun¢do técnica da IA, mas de medos
simbdlicos e institucionais: medo de perder o controle sobre o texto, de comprometer a autoria
intelectual, de romper com critérios tradicionais de avaliagdo e de gerar um tipo de
conhecimento que ndo se sabe bem como validar.

Dessa forma, a saida estd na promocao do debate, na educagdo critica e na
regulamentagdo consciente, ¢ ndo na negagdo da realidade tecnologica. Essas resisténcias
podem ser compreendidas a luz das ideias de Mainardes (2006), ao argumentar que as posi¢des
institucionais e pedagodgicas e sdo carregadas de implicacdes politicas e epistemoldgicas, que
expressam disputas sobre o que ¢ considerado conhecimento legitimo, sobre quem tem
autoridade para produzi-lo e sobre os valores que sustentam a formagao cientifica. Formar para
0 uso responsavel ¢ mais potente que proibir, especialmente em um cendrio em que 0s
estudantes ja utilizam essas ferramentas, como os dados desse estudo ja demonstram.

Por fim, a trazemos novamente a professora Lucia (2025), que complementa essa
visdo com um alerta importante: “/...J o que nos precisamos é de ter clareza de que nos, cada
vez mais, temos que formar gente ética, [...], pessoas, no caso, pesquisadores, que tém clareza
sobre o seu lugar fundamental e, se ele coloca o seu nome enquanto autor, é porque ele
efetivamente foi autor”.

Essa compreensao ¢ compartilhada também por Ramos (2023), Sampaio, Sabbatini
e Limongi (2024), que defendem que a presenca da IA, mesmo em tarefas consideradas
técnicas, exige mediacdo critica e responsabilidade formativa. Pois os resultados fornecidos
pelas ferramentas de IA ndo sdo neutros, estdo atravessados por disputas epistemoldgicas e
padrdes que podem influenciar o processo de escrita. Por isso, refor¢gam a importancia de formar
pesquisadores capazes de exercer julgamento ético e autoral sobre aquilo que ¢ gerado,
mantendo sempre a centralidade humana na produ¢do do conhecimento.

As falas dos participantes e os fundamentos teodricos analisados convergem,
portanto, para a ideia de que a IA pode ser utilizada como ferramenta de apoio técnico e

estrutural a escrita académica, desde que com responsabilidade ética, curadoria critica e
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preservacdo da autoria. Trata-se de uma assisténcia considerada legitima e formativa, sobretudo
quando favorece a autonomia do pesquisador, promove a clareza textual e respeita os limites

entre apoio automatizado e elaboragao intelectual.

5.3.2 TA como apoio a criatividade e a expansio tematica na escrita académica

Esta subcategoria, geracdo e ampliacdo de ideias, evidencia a percepcao da IA
generativa como recurso de estimulo a criacdo e ampliagdo do repertorio de escrita dos pos-
graduandos. Ela esteve presente no depoimento de 17 dos 24 participantes do estudo, sendo 10
académicos e 7 docentes orientadores.

Entre os académicos, a mestranda Monica (2025) compartilha que recorre ao
ChatGPT quando esta em duvida sobre como iniciar um texto ou expandir uma tematica ainda

incipiente. Ela afirma:

Eu quero escrever sobre tal assunto, mas eu estou muito confusa ainda sobre quais
tematicas eu posso abordar sobre esse assunto, porque s6 tem uma tematica. Ai, eu
pedi sugestdes do que que eu posso escrever sobre esse assunto [...] eu trabalho muito
com essa geracao de ideias.

O Professor Roberto (2025), corrobora com a académica ao afirmar que a [A "tem
potencial de abrir possibilidades, de ajudar a gente a organizar o pensamento, ou até de
mostrar caminhos que a gente ndo tinha pensado.” No entanto, levanta uma critica relevante
ao destacar os limites de confiabilidade das respostas geradas pela IA. Para ele, "/...] a 1A vai
te poupar de fazer um trabalho que vocé poderia fazer sozinho”, ou seja, ¢ imprescindivel que
o pesquisador j& domine o conteudo com o qual estd lidando. Do contrario, corre-se o risco de
reproduzir informacdes falsas ou inventadas, como referéncias bibliograficas inexistentes. Sua
experiéncia revela que, mesmo quando confrontada, a IA tende a insistir em respostas erradas,
o que evidencia a importancia da supervisao humana na validagdo dos contetidos gerados.

De acordo com Sampaio, Sabbatini e Limongi (2024), as LLMs, ainda que nao
sejam capazes de criar de forma genuinamente original, podem desempenhar um papel
relevante na exploracao inicial de ideias. Quando utilizados de forma critica e com dominio
metodoldgico, esses sistemas podem auxiliar na formulacdo de hipdteses preliminares, no
mapeamento de problemas de pesquisa e até na simulagdo de argumentos que estimulem o
refinamento do pensamento do pesquisador.

No entanto, a qualidade dessas interagdes depende fortemente do repertdrio
conceitual de quem as utiliza e da clareza das instru¢des fornecidas ao sistema. A auséncia de

familiaridade com os fundamentos tedricos pode levar o usuario a formular comandos vagos,
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contraditdrios ou enviesados, comprometendo a consisténcia dos resultados gerados. Assim, os
riscos de superficialidade, conformismo epistémico, vieses e dependéncia acritica ndo se devem
apenas a arquitetura da ferramenta, mas também a fragilidade das solicitagdes feitas pelo
proprio pesquisador.

Essa limitagdo foi evidenciada na pratica pela doutoranda Joana (2024), que
realizou testes com o ChatGPT. Ela relata ter solicitado a ferramenta a elaboracdo de um

determinado tema, propondo intencionalmente uma combinagao conceitual conflitante:

Eu utilizei o Paulo Freire, e eu coloquei 1a no ChatGPT, por favor, escreva um texto
[...] utilizando como referéncia o Paulo Freire, ¢ falando sobre a importancia da...
mercantilizagdo da educagdo. Quer dizer, sdo coisas completamente avessas, né? E ai
ele vai colocando, ele escreve, ele inventa, né? [...] ele inventa pra esse lado, o lado
que vocé pediu.

Dessa forma, em vez de assumir o lugar da criatividade humana, esse tipo de
tecnologia deve ser compreendido como recurso complementar, util para ampliar a perspectiva
e fomentar a reflexdo critica. A ideia central aqui ndo ¢ a delegag@o da autoria, mas a aplicagao
desses sistemas generativos como instrumento para estimular o pensamento, ampliar as
possibilidades e apoiar a autonomia criativa do pesquisador.

A experiéncia refor¢a o alerta de que, sem a mediacao critica do usuario, a IA tende
a seguir a instrugdo dada, ainda que equivocada, oferecendo respostas plausiveis na forma, mas
equivocadas no conteido. Como afirma a propria pos-graduanda: “Ele inventa pra esse lado, o
lado que vocé pediu.” Seu relato confirma a necessidade de dominio conceitual por parte do

pesquisador, especialmente na etapa de exploragdo inicial de ideias.

5.3.3 Traducao de lingua estrangeira

Embora o uso da inteligéncia artificial generativa para traducdo nao tenha sido
objeto de pergunta direta nas entrevistas, o tema emergiu espontaneamente nas falas de 6
participantes (4 académicos e 2 professores) ao relatarem suas experiéncias com a escrita
académica. Ainda que tenha aparecido pontualmente, trata-se de uma etapa obrigatoria na
estrutura de teses e dissertacdes, especialmente no que diz respeito a elaboragdo do abstract,
etapa obrigatdria em teses e dissertagdes, o que justifica sua inclusao nesta analise.

Para além da tradu¢do de publicagdes internacionais, essa tarefa exige do

pesquisador competéncias linguisticas especificas, nem sempre plenamente desenvolvidas no
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contexto da Pés-Graduacdo. Nesse cenario, os participantes relataram recorrer a IA como
estratégia de apoio para superar barreiras linguisticas, ampliar o acesso a textos estrangeiros e
viabilizar a internacionalizagdo da produgdo. Ainda assim, reconhecem a necessidade de
revisao humana, mediacao critica e responsabilidade autoral na aplicagao desses recursos.

A mestranda Maria (2025), por exemplo, compartilha que utiliza o ChatGPT

[...] na hora de fazer a traduciio para o inglés [...]. E um recurso que esté ali que eu
poderia jogar, por exemplo, no Google Translate. Mas o que acontece? No Google,
ele pode ndo me dar uma transcri¢do perfeita. E ja no ChatGPT eu posso colocar, eu
quero que esse texto seja escrito em inglés, no inglés americano, de uma forma mais
usual possivel.

Sua posi¢do revela um entendimento pratico tanto sobre as limitagdes de tradutores
automaticos convencionais quanto sobre as potencialidades da IA generativa. A escolha por
comandos mais especificos e adequados ao contexto da escrita académica, como solicitar uma
versdo em “inglés americano, de forma mais usual” (Mestranda Maria, 2025), indica que a
académica ndo apenas recorre a IA, mas aprende a interagir com ela de forma estratégica,
otimizando os resultados por meio de instrugdes qualificadas.

Essa critica também ¢ endossada por Sabbatini (2015), que, em tom ironico,
denuncia os riscos do uso acritico da tradu¢do automatica em resumos cientificos, destacando
situacdes em que expressdes foram traduzidas de forma absurda ou constrangedora,
comprometendo a credibilidade do texto. Para o autor, o abstract deve ser tratado como uma
vitrine internacional do trabalho académico, o que exige precisdo e dominio da linguagem,
muitas vezes sO alcancados com a mediacao de tradutores humanos.

Essa percep¢do encontra respaldo nas observacdes de Sampaio, Sabbatini e
Limongi (2024), que, mesmo reconhecendo o avango dessas tecnologias, alertam para a
necessidade de revisdo humana criteriosa. Segundo os autores, apesar da capacidade das IAs
generativas de oferecer tradu¢des mais naturais e academicamente compativeis, a auséncia de
curadoria critica pode resultar em imprecisdes conceituais, omissoes relevantes ou distor¢oes
de sentido, comprometendo a integridade do conteudo traduzido. A democratizagdo do acesso,
nesse caso, nao pode se confundir com a auséncia de responsabilidade do autor, sob pena de se
converter em banalizacdo do conhecimento cientifico € em novos riscos a sua credibilidade.

Dessa forma, embora a inteligéncia artificial represente um avango significativo na
superagao de barreiras linguisticas, seu emprego responsavel depende da mediagdo critica do
pesquisador, da aten¢do as diretrizes de transparéncia e da compreensao de que nenhum sistema

automatizado substitui a leitura atenta e o julgamento humano na comunicagdo cientifica. As



182

plataformas, nesse caso, nao substituem a competéncia humana de ler e de escrever em lingua
estrangeira, mas podem atenuar obstaculos no processo de formagdo académica, funcionando
como uma estratégia de apoio a pesquisa e a divulgagao cientifica internacionalizada.

Essas ferramentas, nesse contexto, atuam como mediadoras linguisticas, permitindo
maior clareza na leitura e favorecendo a produ¢do de resumos, fichamentos ou revisdes de
literatura com base em textos estrangeiros. Essa experiéncia foi compartilhada pela professora
Laura (2025), que relata utilizar a IA com frequéncia para fazer traducao de textos.

Mais do que um recurso auxiliar na produgdo de resumos em lingua estrangeira, as
ferramentas tecnoldgicas t€ém desempenhado um papel relevante na ampliagdo do acesso de
pesquisadores a artigos publicados em outros idiomas, especialmente o inglés, o que contribui
para quebrar barreiras linguisticas na circulagdo do conhecimento cientifico No
desenvolvimento desta tese, a inteligéncia artificial foi utilizada como recurso auxiliar para a
traducdo de diversas publicagdes, especialmente do inglés para o portugués, conforme pode ser
verificado na listagem de referéncias bibliograficas.

Nesse sentido, a presenca dessas tecnologias pode ser considerada um avango
quando articulada a mediacdo consciente do pesquisador. Seu uso efetivo requer ndo apenas
dominio técnico, mas também discernimento ético e epistemoldgico, reconhecendo que
nenhuma automagao substitui a leitura atenta nem a compreensao contextualizada por parte de
quem escreve.

Dessa forma, embora os sistemas de inteligéncia artificial ndo substituam a
competéncia leitora e escritora em lingua estrangeira, podem atenuar barreiras linguisticas no
processo formativo, sobretudo para pesquisadores que ainda ndo dominam plenamente outros
idiomas. Seu uso, entretanto, exige mediagdo critica, revisao humana e discernimento ético, de
modo a assegurar que a tradu¢do cumpra sua fun¢do de comunicar com precisdo e credibilidade

o conhecimento cientifico em ambito internacional.

5.3.4 Apoio da IA Generativa na Revisao de Literatura

A revisdo de literatura constitui uma das etapas centrais da escrita académica no
mestrado e doutorado, por demandar do pesquisador habilidades de busca, leitura critica,
selecdo de fontes e elaboracdo de sinteses tedricas fundamentadas. Seu carater formativo €
amplamente reconhecido, pois envolve a compreensao aprofundada do campo investigado e a
articulagdo coerente entre diferentes referenciais teoricos, de forma a sustentar a delimitagao do

problema de pesquisa e o posicionamento epistemologico do estudo. Neste contexto, a presente



183

subcategoria aborda especificamente no uso de ferramentas de inteligéncia artificial generativa,
ou seja, sistemas capazes de produzir resumos automaticos, gerar sinteses de conteudos tedricos
e simular trechos textuais da revisao de literatura a partir de comandos do pesquisador.

Essa delimitacao se justifica pelo fato de que a pergunta aplicada aos participantes
descreveu uma situagdo em que a [A atua ativamente na geragao textual da revisdo, indo além
da simples busca ou organizagdo de fontes. Fazer essa distingdo ¢ fundamental para evitar
generalizagdes conceituais, uma vez que o termo inteligéncia artificial abrange diferentes tipos
de tecnologias, como vimos no Capitulo I desta tese. Enquanto algumas ferramentas atuam
apenas como organizadoras ou recomendadoras de fontes, outras, do tipo generativo, interferem
diretamente na producao textual, o que mobiliza debates mais profundos sobre autoria, ética e
integridade académica, temas centrais para esta pesquisa.

O emprego de diferentes formas de inteligéncia artificial na busca, selecdo e leitura
de literatura cientifica tem se intensificado, com destaque para ferramentas como SciSpace,
Elicit, Consensus e Research Rabbit. Algumas delas operam por meio de mecanismos
generativos, produzindo resumos automaticos e sugerindo interpretacdes, enquanto outras
atuam predominantemente como organizadoras de referéncias, identificando lacunas ou
propondo redes tematicas (Sampaio et al., 2024b; Ramos, 2023). No presente estudo, o foco
recai sobre aquelas que integram funcionalidades de geracao textual, especialmente nas etapas
de leitura e sintese da producao académica.

Entre os 24 participantes da pesquisa, nao foi identificada aceitagdo irrestrita quanto
a delegagdo total da revisdo de literatura a inteligéncia artificial generativa. Assim, as
percepcdes dos sujeitos do estudo foram organizadas em dois blocos interpretativos: (1)
concorddncia parcial e (2) rejei¢do, definidos a partir das unidades de registro extraidas do
corpus das falas e agrupadas por temas com afinidade de sentido. Os niimeros que aparecem
nos blocos indicam a quantidade de participantes que os compdem, enquanto, nas unidades de
registro, correspondem a frequéncia de ocorréncia nas falas, ou seja, ao nimero de participantes
que mencionaram direta ou indiretamente cada argumento. Para fins de sistematizagdo, foi
registrada apenas uma ocorréncia por participante, independentemente da quantidade de

mengdes. Com esse critério, estruturamos o Quadro 7:
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Quadro 7 — Percepcio dos entrevistados quanto a ado¢ao de ferramentas de 1A
generativa na revisdo de literatura®

Blocos Unidades de registro
interpretativos

Otimizagao do tempo na busca e triagem de artigos [7]

Curadoria critica por parte do pesquisador [8]

Concordancia Tarefas técnicas e ndo interpretativas [4]

parcial [17] Dominio dos prompts e da validacao constante dos resultados [3]

Depende do nivel de formagao do pesquisador [4]

Preservagao da leitura ¢ da autoria [6]

Comprometimento do processo formativo e da andlise critica [3]

Desconfianca e risco de distor¢ao [3]

Rejeicdo [7
jeigao [7] Supressdo da leitura reflexiva e da autoria intelectual [2]

Desvalorizagdo da produgdo académica [3]

Fonte: Elaborado pela autora com base no conteudo das entrevistas — julho de 2024 a abril de 2025.

Vale destacar que esses dois blocos ndo representam grupos homogéneos: tanto
entre os que concordam parcialmente quanto entre os que se posicionaram contrariamente, as
justificativas apresentadas revelaram nuances importantes, distribuindo-se em blocos
interpretativos distintos, que evidenciam diferentes compreensdes sobre os limites, os riscos e
os empregos possiveis da IA nesse tipo de tarefa. As secdes a seguir apresentam essa analise

com maiores detalhes.

5.3.4.1 Aceitacio situada: limites éticos e operacionais da IA na revisao

A maioria dos participantes [17], representados por 8 professores e 9 académicos,
expressou uma aceitagdo parcial e cautelosa quanto ao uso da inteligéncia artificial generativa
na revisao de literatura. Essa concordancia parcial esté atrelada a critérios bem definidos, como
a manutencao da leitura critica, a supervisdo constante e a delimitagdo da IA a funcdes técnicas
e operacionais. Trata-se, portanto, de uma postura que reconhece a utilidade da tecnologia, mas

subordina sua aplicagdo a um protagonismo humano inegociavel.

35 Os ntimeros nos blocos interpretativos indicam a quantidade de participantes que o compdem, ja nas unidades
de registro correspondem a frequéncia de sua ocorréncia nas falas dos entrevistados, indicando quantos
participantes mencionaram direta ou indiretamente cada argumento no corpus analisado. Foi registrada uma unica
ocorréncia por participante, independentemente da quantidade de mengdes.
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Nesse grupo as falas revelam compreensdes convergentes quanto aos limites éticos,
metodoldgicos e formativos do uso da IA nessa etapa. Os sentidos de suas percepgdes foram
organizadas em 6 unidades de registro: (1) Otimizacao do tempo na busca e triagem de artigos,
(2) Curadoria critica por parte do pesquisador, (3) Tarefas técnicas € ndo interpretativas, (4)
Dominio dos prompts ¢ da validacdo constante dos resultados, (5) Depende do nivel de
formagao do pesquisador e (6) Preservagdo da leitura e da autoria.

Essa percepgao corresponde a permissao de adogcao de ferramentas de inteligéncia
artificial generativa na etapa de revisao de literatura para a execucao de tarefas técnicas e ndo
interpretativas, pois os entrevistados legitimam o uso da A apenas em atividades operacionais
e mecanicas. O conjunto de justificativas fornecidas por esses participantes evidencia uma
valorizacdo da tecnologia como facilitadora de tarefas repetitivas, como a busca inicial de
artigos, a organiza¢do de materiais ou a identificacdo de palavras-chave (Ramos, 2023). Essas
utilizagdes sdo percebidas como legitimas, sobretudo pela sua potencialidade de otimizagdo do
tempo na busca e triagem de artigos, representando um ganho técnico importante,
especialmente em contextos de alta demanda académica.

Essa perspectiva ¢ exemplificada pela resposta da professora Silvia (2025), que
considera legitima a adoc¢do de recurso de inteligéncia artificial para destacar informagoes
técnicas dos textos, como autor, data e principais resultados, mas ressalta que “/...J ndo pode
ser s0 a IA fazendo. Tem que ter esse trabalho do estudante de conferir, de pensar sobre aquilo
que ta sendo resumido.” Sua opinido refor¢a a ideia de que a tecnologia pode contribuir com
ganhos operacionais, desde que o pesquisador mantenha uma postura ativa de validacdo e
interpretagdo critica. Essa exigéncia remete diretamente a necessidade de curadoria critica por
parte do pesquisador, que valoriza a interven¢dao humana na filtragem e analise dos conteudos
gerados.

Ainda assim, os entrevistados compreendem que essa mediagdo precisa ser
conduzida com protagonismo do pesquisador, que deve manter uma postura ativa de
verificacdo, cruzamento de fontes e andlise interpretativa autonoma. Além disso, muitos
ressaltam que o uso critico da IA nessa etapa estd diretamente relacionado ao grau de
maturidade académica do sujeito. Em outras palavras, depende do nivel de formagdo do
pesquisador, uma vez que a apropriacao reflexiva da tecnologia exige experiéncia € dominio
tedrico-metodoldgico.

Para eles, o uso criterioso da tecnologia depende de uma base formativa sdlida,
especialmente no que se refere a compreensdo do campo tedrico e ao dominio das metodologias

de revisdo. Segundo Sampaio et al (2024b) pesquisadores iniciantes, ainda em processo de
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apropriagdo dessas competéncias, seriam mais vulneraveis a dependéncia da ferramenta e a
producdo de sinteses superficiais, pouco dialogadas com os objetivos da pesquisa, conforme

podemos constatar na trecho que se segue:

[...] depende de quem a gente esta falando.[...] pensando em um estudante que esta no
processo inicial de escrita, em que ndo consegue saber como se da a construgdo, um
revisdo de literatura, de um resumo, uma estrutura de texto eu acho um problema [...]
Se eu parto do principio de um sujeito que sabe o que esta fazendo e ele esta fazendo
o uso da IA para fazer um resumo, por exemplo, porque ele estd com muito trabalho,
entdo ele quer agilizar [...] eu acho que tudo bem (Mestranda Rosa, 2024).

Outro ponto recorrentemente mencionado diz respeito a necessidade de testagem
ativa dos comandos (prompts) e a validagdo continua do material gerado, como forma de
mitigar riscos de vieses ou omissdes relevantes. Esse aspecto estd relacionado ao dominio dos
prompts e da validagdo constante dos resultados, uma vez que o dominio técnico da ferramenta
¢ visto como requisito para garantir a qualidade e fidedignidade dos contetidos gerados. Para
alguns entrevistados, a IA pode apresentar resultados distorcidos ou genéricos, o que, segundo
Rodrigues; Branddao e Trivelato (2024) refor¢a a importincia de uma curadoria humana
qualificada para garantir a precisdo, a densidade e a autoria do texto.

E importante frisar que, mesmo entre os que demonstram concordancia parcial com
a adocdo de ferramentas algoritmicas na pesquisa, observam-se justificativas distintas que
revelam variadas compreensdes sobre sua funcdo. Alguns participantes destacaram sua
utilidade pontual como otimizadora de tempo e apoio a triagem de textos; outros enfatizaram a
importancia da supervisdo critica, do dominio técnico dos comandos e do discernimento ético
em sua aplicagao.

A Professora Lucia (2025) considera positivo o uso da IA como ferramenta de
apoio, especialmente para: fazer varreduras iniciais; apontar materiais relevantes; agilizar o
processo de triagem; reforca que, apds a sele¢do, o pesquisador deve se aprofundar nos textos,
buscar referéncias por conta propria, fazer seu proprio percurso formativo e autoral. Sua fala
sustenta a defesa da preservagdo da leitura e da autoria, pois reafirma a centralidade da
vivéncia formativa na constru¢ao do conhecimento. Ela critica a possibilidade de a inteligéncia
artificial substituir esse percurso, o que resultaria em uma escrita descolada da experiéncia e da
autoria intelectual do pesquisador.

De forma semelhante, a mestranda Angélica (2024) reconhece que a IA pode
apresentar vieses, especialmente ao restringir a revisao de literatura a determinadas perspectivas

teoricas ou linhas de pensamento. Por isso, defende a consulta a multiplas plataformas e bases
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de dados como estratégia para ampliar e diversificar o repertorio teérico. Embora admita o uso
da IA como apoio instrumental, ressalta a importancia da autoria intelectual e alerta para os
riscos de uma redugdo epistemologica e de um direcionamento automatico do pensamento.
Essa visdo, portanto, ndo ¢ de aceitagdo irrestrita da tecnologia, mas de adogao
situada e condicionada, na qual o pesquisador assume papel central no controle e na filtragem
das informacdes oferecidas pela IA. Em sintese, trata-se de um posicionamento que reconhece
a eficacia técnica de sistemas generativos em tarefas especificas, mas que preserva a

centralidade da leitura humana como insubstituivel na construgdo da revisao de literatura.

5.3.4.2 Rejeicao formativa: a revisao de literatura como experiéncia insubstituivel

Em contraposi¢ao, neste bloco interpretativo, 7 participantes (4 professores e 3
académicos) manifestaram rejeicao a presenga da IA generativa nessa etapa da pesquisa, mesmo
que de forma parcial. Seus argumentos estdo ancorados na compreensao da revisdo de literatura
como espaco formativo essencial, que exige engajamento ativo, leitura aprofundada e
responsabilidade epistémica. Para esse grupo, a mediacdo da IA compromete tanto a autoria
intelectual quanto a densidade metodologica da produgdo cientifica. As falas foram organizadas
de acordo com suas afinidades de sentido em 4 unidades de registro: (1) Comprometimento do
processo formativo e da andlise critica, (2) Desconfianga e risco de distorcao, (3) Supressao da
leitura reflexiva e da autoria intelectual e (4) Desvalorizagao da producao académica.

Entre essas preocupagdes, destaca-se especialmente o comprometimento do
processo formativo e da andlise critica, uma vez que a revisao de literatura €, por exceléncia,
uma etapa que exige leitura profunda, analise critica e envolvimento ativo com o campo teorico.
Ao delegar essa tarefa a maquina, corre-se o risco de eliminar o percurso reflexivo e
investigativo que constitui a base da formacdo académica, substituindo-o por um processo
automatizado, superficial e descomprometido com a constru¢do do conhecimento.

Outro argumento recorrente diz respeito a desconfianga e risco de distor¢do nos
textos gerados. Esses participantes manifestam preocupag¢do com a fidelidade das sinteses
produzidas por IA, alertando para a possibilidade de deturpagdes conceituais, erros de
interpretagdo e generalizacdes indevidas. Essa critica ¢ amplamente ilustrada pela professora
Lucia (2025), que considera inadmissivel a geracdo da revisdo de literatura por IA sem que o
pesquisador tenha lido integralmente os textos utilizados. Para ela, o uso da tecnologia sem essa
leitura compromete nido apenas a autoria, mas o proprio processo de constru¢do do

conhecimento:
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Nao da para eu ler um resumo de uma dissertacao e estabelecer conclusdes. [...] Se eu
ndo li, se eu ndo sei, se eu nao fiz revisdo de literatura efetivamente, como que eu vou
poder assumir como texto meu, como minha autoria, alguma coisa que eu ndo
participei desse processo?

Sua posicdo articula os riscos formativos, éticos e epistémicos envolvidos na
delegacao da leitura a IA, enfatizando que ““/...J a formacgdo, ela é absolutamente necessaria
nesse lugar ai.” A mesma preocupacgdo ¢ compartilhada pelo professor Frederico (2025), que
alerta para os riscos de erros conceituais e distor¢des ldgicas nos resumos gerados por IA,
elementos que podem comprometer a integridade da pesquisa e induzir o pesquisador a
interpretagdes equivocadas. Esse alerta ¢ reforcado por Rodrigues et al. (2024), ao apontar que
a IA pode produzir textos enviesados ou com falhas conceituais, especialmente quando utilizada
por pesquisadores ainda em processo de formagao critica.

A inquietacdo com o comprometimento do processo formativo e da andlise critica
também aparece entre os académicos. A mestranda Angélica (2024) questiona os riscos de
confiar em sinteses automatizadas: “ndo acho certo usar a IA pra fazer resumo dos artigos. Eu
posso acabar deixando passar algo importante porque confiei num resumo que nem fui eu que
fiz.”

Além disso, alguns entrevistados enfatizam a supressdo da leitura reflexiva e da
autoria intelectual. Ao evitar o contato direto com as fontes, o pesquisador tende a enfraquecer
sua capacidade analitica e autoral, prejudicando o desenvolvimento de uma escrita critica e
fundamentada. Essa critica aponta para uma ruptura no vinculo entre leitura, autoria e formagao,
pilares estruturantes da pratica cientifica na P6s-Graduagao.

Essas criticas, portanto, ndo se restringem a ferramenta tecnoldgica, mas apontam
para a desvalorizagdo da produgdo académica quando esta ¢ baseada em mecanismos
automatizados. Revelam uma compreensao da revisao de literatura como atividade formadora,
investigativa e €tica, cuja complexidade ultrapassa a capacidade atual das tecnologias
generativas. Para esses entrevistados, essas plataformas ndo apenas ndo contribuem, mas
prejudicam a formagao do pesquisador e a qualidade da produ¢do académica.

A andlise dos depoimentos revela que a revisdo de literatura ocupa um lugar
singular no percurso de escrita académica, configurando-se como um ponto de inflexdo na
aceitabilidade da IA. Ao contrario de tarefas mais operacionais, essa etapa mobiliza juizos mais
rigorosos por parte dos participantes, seja pela sua fungdo estruturante para a escrita de uma

tese ou dissertagdo, seja pelos compromissos éticos e epistémicos que acarreta. Embora a
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maioria dos entrevistados manifeste abertura a utilizagdo parcial de sistemas algoritmicos de
geracdo de textos, desde que sob curadoria ativa e com delimitacdo de fungdes técnicas,
observa-se um consenso em torno da irredutibilidade da curadoria ativa e da analise humana
nesse processo.

Essas divergéncias evidenciam que a adesdo a IA ndo ¢ uma aceitagdo absoluta,
mas uma pratica situada, que exige critérios formativos claros, sensibilidade ética e mediagao
docente qualificada. Para os participantes contrarios, o emprego desses recursos
computacionais na revisdo de literatura revela uma incompatibilidade entre os requisitos
formativos dessa etapa e a 16gica automatizada das ferramentas generativas, denunciando riscos

de superficialidade, esvaziamento metodolégico e comprometimento da autoria.

5.3.4.3 Alguns tensionamentos sobre o uso da IA generativa na revisao de literatura

O uso da inteligéncia artificial generativa na revisdo de literatura evidenciou
posicionamentos contrastantes entre os participantes da pesquisa, especialmente por se tratar de
uma etapa que ultrapassa fungdes mecanicas e convoca competéncias analiticas, autorais e
interpretativas. Ao contrario de tarefas mais técnicas, como revisao gramatical ou organizagao
textual, a revisdo de literatura exige um engajamento reflexivo que, segundo parte dos
entrevistados, ndo pode ser delegado a sistemas automatizados.

Ao articular esses achados com os resultados do Eixo 1, observamos um
deslocamento significativo nos posicionamentos de alguns participantes. Ainda que tenham
demonstrado admissibilidade condicionada quanto ao uso da [A, como na elaboragdo de preé-
projetos e projetos para a qualificacdo ou no apoio a estruturacdo do texto, essas mesmas
pessoas rejeitam sua utilizagdo na construcao da revisao de literatura. A mudanga de perspectiva
indica que a aceita¢do da IA ndo ¢ uniforme nem irrestrita, sendo modulada pela natureza da
tarefa e pelos critérios éticos, formativos e epistémicos que ela envolve.

E o caso da professora Lucia e das mestrandas Débora, Ménica e Priscila, que
reconhecem o valor técnico da IA em atividades operacionais, mas consideram inadequado
recorrer a recursos gerativos para realizar sinteses teoricas. Para Débora (2025), o uso da IA de
forma predominante nessa etapa enfraquece o papel do pesquisador na produgdo do
conhecimento, resultando em um trabalho superficial e artificial. Como afirma: “o profundo
tem que estar com a gente, e ndo nas maos da tecnologia”.

De forma semelhante, a mestranda Mdnica (2025) expressa que, embora reconheca

o esfor¢o envolvido na revisdo de literatura, ndo confia na IA para realizar essa etapa de forma
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qualificada. Ela teme que o sistema desconsidere trabalhos relevantes e defende que a analise
critica e a escolha dos textos a serem lidos integralmente devem permanecer sob
responsabilidade do pesquisador, mesmo que isso exija mais tempo e dedicagao.

Esse reposicionamento evidencia que os julgamentos sobre a legitimidade do uso
da IA s3o contextuais, e nao fixos, sendo modulados pela natureza da tarefa envolvida e pelos
critérios formativos e epistémicos que ela convoca. Ao reconhecer que a revisao de literatura
mobiliza exigéncias especificas de autoria, leitura e analise, essas participantes reforcam a ideia,
recorrente ao longo da pesquisa, de que a aceitabilidade da IA depende ndao apenas da
ferramenta utilizada, mas da fun¢do que ela desempenha no processo de construcdo do
conhecimento. Assim, a revisdo de literatura surge como um ponto de inflexdo, onde as
fronteiras éticas e pedagdgicas do uso da [A se tornam mais nitidas e os critérios de

admissibilidade, mais exigentes.

5.3.5 Elaboracgao do resumo em portugués de teses e dissertacoes

Nesta subcategoria analisamos as percepgdes dos participantes sobre a utilizacdo da
inteligéncia artificial generativa na redacdo do resumo em portugués de teses e dissertacdes.
Importante ressaltar que as questdes formuladas nas entrevistas nao se referiam a simples
revisdo gramatical ou estrutural, mas a possibilidade de delegar a A a elaboragdao do resumo,
tomando como base a pesquisa ja finalizada. Além disso, buscamos investigar se os
participantes identificavam implicagdes éticas nessa pratica.

O objetivo dessas indagagdes foi compreender se os participantes consideravam
legitimo delegar a inteligéncia artificial generativa a elaboracdo do resumo em portugués de
teses e dissertacdes, e sob quais condicdes. A partir das respostas, foi possivel identificar trés
posicionamentos distintos, organizados em 3 blocos interpretativos conforme o grau de
aceitabilidade atribuido a pratica: (1) concordancia plena (7 participantes, 3 p6s-graduandos e
4 docentes orientadores), (2) concordancia condicionada e (3) recusa argumentativa, conforme

demosntrado no grafico a seguir.
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Grafico 3 - Distribuicio dos participantes por bloco interpretativo quanto ao uso na 1A
na elaborac¢ao do resumo em portugués da tese ou dissertacio
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Fonte: elaborado pela autora com base no contetido das entrevistas — julho de 2024 a abril de 2025.

Essa diversidade de percepgdes evidenciou tensdes entre a visdo do resumo como
uma etapa técnica e objetiva e sua compreensao como espaco de autoria, responsabilidade ética
e sintese formativa no percurso da escrita académica.

Para complementar a anélise qualitativa dos trés blocos interpretativos, agrupamos
os temas recorrentes das falas dos entrevistados em unidades de registro, conforme ilustrado no
quadro 8 Essas unidades evidenciam os principais critérios, sentidos e preocupagdes
manifestados pelos respondentes em relacdo a utilizagdo da IA na elaboragdo do resumo em

portugués de teses e dissertagdes, e serdo detalhadas nas secdes seguintes.

Quadro 8 — Percepcoes atribuidas a delegacio a IA generativa da escrita do resumo em
portugués em teses e dissertacoes

Blocos Unidades de registro
interpretativos
Concordancia plena Etapa final e técnica [7]
[7] Suprir dificuldade de Sintese [1]

Resguardo do protagonismo intelectual do pesquisador [7]

Concordancia

condicionada [7] Inseguranca sobre a legitimidade da autoria [2]

Dominio técnico do funcionamento da IA [2]
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Maturidade académica para usar a A [3]

Comprometimento do desenvolvimento da capacidade de sintese na
formacao do pesquisador [§]

Recusa Inseguranca sobre a legitimidade da autoria [9]

argumentativa [10] | Desconfianga quanto a fidedignidade do contetido gerado pela IA
com 0s objetivos e base epistemologica da pesquisa [6]

Fonte: Elaborado pela autora com base no contetido das entrevistas — julho de 2024 a abril de 2025.

5.3.5.1 Concordancia plena: delegacao técnica e final

Nesse bloco interpretativo, observamos a legitimacao irrestrita quanto a aplicagao
da inteligéncia artificial generativa para a elaboracdo do resumo em portugués de teses e
dissertacdes. Organizamos o bloco em duas unidades de registro: (1) Etapa final e técnica e (2)
Suprir dificuldade de Sintese.

A primeira unidade ¢ compartilhada por todos os participantes desse bloco (4
docentes orientadores e 3 pos-graduandos). Para eles o resumo representa uma etapa final e
técnica, cuja funcdo central ¢ condensar os principais elementos do trabalho académico ja
finalizado. A partir dessa perspectiva, o uso da IA nao € percebido como um risco a integridade
formativa ou a autoria, desde que os comandos sejam fornecidos pelo préprio autor e o conteudo
gerado esteja coerente com a pesquisa previamente desenvolvida.

A professora Joelma (2024), por exemplo, argumenta:

[...] o resumo eu s0... ndo veria com muito problema, sabe por qué? Pra ele poder gerar
o resumo, ele vai ter que colocar os resultados, ele vai ter que lancar, ele vai ter que
informar, ele vai ter que colocar, por exemplo, objetivos. Ele vai ter que alimentar
com informagdes da dissertagdo ou da tese dele, pra poder gerar esse resumo. O

trabalho ja foi feito por ele. Ele foi autor, ele construiu.

Seu raciocinio reforca a ideia de que, ao chegar a etapa do resumo, a autoria ja esta
consolidada no corpo do texto, e que a IA pode atuar como uma ferramenta de apoio na
organizacao final das ideias, sem comprometer a responsabilidade intelectual do autor.

Ja a professora Estela (2024) adota um ponto de vista igualmente favoravel, embora
com énfase distinta, ilustra a segunda unidade de registro: suprir dificuldade de sintese. Entende
que o uso de LLMs de geragdo de textos pode minimizar o volume de erros frequentes nos
resumos, facilitando o trabalho dos orientadores e bancas: “Minimizaria, a gente tem que
corrigir tantos resumos com isso, ndo é verdade?”

Seu depoimento ndo problematiza a autoria nem sugere implicacdes éticas,

revelando uma legitimagao pragmatica, orientada pela expectativa de ganho técnico e textual.
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Embora com fundamentos diferentes, uma focada na consolida¢do da autoria ¢ outra na
correcdo linguistica, ambas as professoras reconhecem o emprego de modelos de linguagem
como legitimos e benéficos nessa etapa da producao académica, o que justifica sua inser¢ao
neste bloco interpretativo.

Entre os académicos, destaca-se o depoimento do mestrando Paulo (2025), que
expressa uma dificuldade recorrente na escrita académica: a elabora¢do de um bom resumo.
Para ele, essa etapa ¢ desafiadora, pois exige precisao e concisao. Nesse contexto, o académico
avalia positivamente o uso da IA como facilitadora da sintese, ao ser questionado sobre
possiveis implicagdes éticas, ¢ categoérico em dizer que ndo existem, justificando que se trata
de um resumo baseado em um texto previamente escrito pelo proprio autor. Sua fala refor¢a o

entendimento da IA como ferramenta técnica e legitimada no apoio a finalizagdo da escrita.

5.3.5.2 Concordancia condicionada: apoio tecnolégico com curadoria critica e

pertencimento autoral

O segundo bloco interpretativo ¢ composto por 7 participantes (4 docentes e 3 pos-
graduandos), que admitem a adocdo da inteligéncia artificial generativa na elaboragdo do
resumo em portugués, desde que essa pratica respeite critérios formativos, éticos e
metodoldogicos. Esse bloco foi organizado em 5 unidades de registro: (1) Resguardo do
protagonismo intelectual do pesquisador; (2) Inseguranga sobre a legitimidade da autoria; (3)
Dominio técnico do funcionamento da IA e (4) Maturidade académica para usar a [A.

Nesse conjunto, sobressai o resguardo do protagonismo intelectual do pesquisador,
visto como condigdo essencial para que o recurso ndo substitua a intervengdo autoral e a
reflexdo critica. Consideramos que a IA pode contribuir com a organizagao textual e a clareza
comunicativa, desde que sua utilizagdo preserve a centralidade do pesquisador, que deve
revisar, interpretar e validar criticamente o conteudo gerado.

A professora Lucia (2025) ilustra essa condicionalidade ao admitir o uso de
mecanismos generativos na elaboragao do resumo, desde que o texto deixe explicita a autoria
algoritmica. Para ela, a transparéncia ¢ essencial: “se o estudante escrever um resumo [...] que
foi resultante de um prompt, [...] tem que estar escrito que quem escreveu ndo foi o autor
fulano de tal, que foi a inteligéncia artificial”. Sua fala explicita uma condigao ética relacionada
a inseguranga sobre a legitimidade da autoria, indicando que a aceitacdo da IA depende da

honestidade com o leitor e a banca.



194

Entre os académicos, a mestranda Maria (2025) ndo nega a utiliza¢ao de ferramenta
algoritmica, mas levanta uma davida quanto a real necessidade de recorrer a ela apds a
conclusao da tese, sugerindo que, se o pesquisador fez todo o trabalho, talvez nao devesse
delegar o resumo. J4 o doutorando Pedro (2025) admite o emprego desse tipo de recurso, desde
que haja o aval do orientador. Assim, nesse grupo, as condi¢des de aceitabilidade variam entre
a exigéncia de revisao critica por parte do estudante e a mediagao ativa por parte do orientador,
compondo um campo de concordancia relacional e condicionada.

A professora Laura (2025) reforga essa perspectiva ao propor um uso dialoégico da
IA, desde que a ferramenta seja acionada para refletir e aprimorar aquilo que ja foi vivido no
processo de escrita. Em sua resposta, a inteligéncia artificial é legitima quando utilizada como
meio de interagdo com a experiéncia do pesquisador, ndo como substituta da autoria: “se a /4
servir para ele dialogar com o que ele fez de fato, o que é para mim esse trabalho? [...] Ele da
o tom dele. Isso para mim ndo é problema”. Sua contribui¢do acrescenta uma dimensao afetiva
e subjetiva a legitimidade da adogdo da IA, evocando a ideia de autoria como pertencimento.

Essa posi¢ao também se articula a necessidade de maturidade académica para usar
a IA de forma consciente e responsadvel, reconhecendo que o dominio dos sentidos do texto
depende da capacidade do pesquisador de refletir criticamente sobre o proprio percurso. Para
ela, a escrita do resumo ¢ também um momento de elaboracdo simbolica: “eu vou me contentar
com esse resumo? Eu, que quando escrevi isso, pulsou minhas veias todas de paixao?”. Sua fala
reivindica a escrita como espago de vivéncia e elaborag¢do de sentido, contrapondo-se a logica
impessoal e automatizada da linguagem gerada por IA.

Além disso, esta presente entre os participantes a compreensdo de que o uso €ético
da A exige também o dominio técnico de seu funcionamento e de suas limitag¢oes, o que implica
uma curadoria ativa e a compreensao dos comandos, das respostas e dos sentidos gerados. Nesse
aspecto, a habilidade de lidar com a tecnologia se torna uma competéncia formativa,
indispensavel a condugao ética e responsavel da autoria hibrida.

Essa concepgdo de autoria como engajamento e vivéncia se aproxima da ideia de
Chartier (2002), para quem o ato de escrever ndo ¢ neutro nem mecanico, mas carrega as marcas
de quem escreve. Nesse sentido, a escrita do resumo, ou de qualquer parte do texto torna-se
mais que uma formalidade: ¢ uma pratica de reelaboracdo de sentidos. A fala da docente
também se aproxima das proposi¢des do New London Group (2000), ao afirmar que o
conhecimento ¢ construido em praticas sociais significativas e contextualizadas, nas quais a

linguagem se entrelaga a identidade do sujeito.
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Essa perspectiva encontra respaldo também em Feenberg (2013c¢, 2022), que alerta
para os riscos de uma tecnocracia sem mediacdo critica. Para o autor, quando a tecnologia
domina o processo de producdo, tende a suprimir as experi€éncias simbolicas, afetivas e
cognitivas do sujeito, comprometendo a densidade da mediacao entre autor e objeto. A escrita,
nesse caso, corre o risco de ser reduzida a uma operacao impessoal e automatizada, desprovida
de pertencimento e de engajamento vivencial. A Professora Laura, ao argumentar se a escrita
da tese fez as veias pulsarem de paixado, recusa essa logica automatizada e reivindica a escrita
como experiéncia situada, afetiva e viva, o que se opde frontalmente a desumanizagdo
promovida por um aplicagdo acritica da IA.

Essa critica ao esvaziamento simbolico provocado pelo uso nao reflexivo da
tecnologia também encontra eco em Santaella e Kaufman (2024), ao alertarem que a
inteligéncia artificial generativa, embora poderosa na simulacdo da linguagem humana, nao
atribui significados aos comandos que processa, apenas manipula simbolos sem compreendé-
los. Para elas, a escrita automatizada corre o risco de reduzir-se a uma linguagem sem sentido,
descolada da experiéncia, do corpo e da intencionalidade de quem escreve.

As autoras nomeiam esse fenomeno de “quarta ferida narcisica da humanidade”,
pois abala a crenca na singularidade da inteligéncia humana e confronta a nogao de que apenas
os seres humanos sdo capazes de produzir linguagem, criar textos, tomar decisdes e elaborar
sentido.

Essa tensdo entre o automatismo técnico e a elaboragdo subjetiva também emerge
na resposta da professora Laura (2025), ao refletir sobre a elaboragdo do resumo por IA: “Eu
vou me contentar com esse resumo? Eu, que quando escrevi isso, pulsou minhas veias todas de
paixdo, porque eu percebi isso, e a IA ndo traz isso no meu resumo, que foi para mim a coisa
mais importante”. Ao evocar a auséncia de emocao, intencionalidade e afetacdo na linguagem
gerada artificialmente, sua fala rejeita ndo apenas a delegagao técnica da tarefa, mas também a
desumanizagdo do processo de escrita académica. Com isso, ela ndo apenas recusa a logica
tecnocratica denunciada por Feenberg (2022), como também se alinha a critica de Santaella e
Kaufman (2024) a perda de sentido e experiéncia no uso automatizado da linguagem.

Em dialogo com essa concepg¢do de protagonismo humano, Lopes, Forgas e Cerda-
Navarro, (2024) afirmam que a produgdo hibrida exige o protagonismo do pesquisador. Nesta
mesma dire¢ao, Rojo (2023), assim como Sampaio, Sabbatini e Limongi (2024), reforcam esse
argumento ao defender o emprego ético da IA por meio de uma curadoria ativa, ou seja, um
envolvimento consciente e critico com os comandos, as escolhas e os sentidos atribuidos ao

texto.
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Essa ¢ também a defesa Santos (2023), ao propor a pedagogia do prompt como
espaco formativo em que o sujeito aprende com a maquina, e ndo simplesmente transfere a ela
sua autoria. Ao destacar que a IA pode ajudar a "dar o tom" de um texto, a professora Laura
(2025) aponta justamente para esse espaco de negociagdo simbolica e cognitiva que resguarda
o papel ativo da agéncia humana, mesmo diante das mediagdes tecnologicas.

Esse bloco, tratou, portanto, de um campo de admissibilidade relacional e
condicionada, no qual a presenga de aparatos tecnoldgicos com capacidade generativa € aceita
como apoio técnico a escrita, mas somente quando acompanhada por critérios claros de ética,
autoria e formagdo. A exigéncia de mediacao critica, de consciéncia sobre o funcionamento da
ferramenta e de pertencimento ao processo de escrita marca os posicionamentos deste bloco,
reafirmando que a curadoria ativa e o engajamento subjetivo continuam sendo elementos
imprescindiveis a legitimidade da producdo académica, mesmo em tempos de inteligéncia

artificial.

5.3.5.3 Recusa argumentativa: resumo como autoria e formacao

O terceiro bloco interpretativo, composto por um grupo maior, com 10 participantes
(4 professores e 6 pos-graduandos), que recusa a delegagdo da elaboragdo do resumo em
portugués a inteligéncia artificial generativa. Esse bloco foi organizado em trés unidades de
registro: (1) comprometimento do desenvolvimento da capacidade de sintese na formacao do
pesquisador, (2) inseguranga sobre a legitimidade da autoria e (3) desconfianca quanto a
fidedignidade do contetido gerado pela IA com os objetivos e a base epistemoldgica da
pesquisa.

No entendimento de seus representantes, o resumo nao ¢ considerado uma mera
formalidade técnica ou etapa secundaria da tese, mas sim um exercicio autoral que evidencia o
nivel de compreensdo e maturidade do pesquisador em relagdo ao percurso investigativo
realizado. O uso da IA para produzir esse conteudo ¢ percebido como um risco a formagao
académica, a autoria e a integridade cientifica, mesmo quando a dissertacdo ou tese ja esta
finalizada.

A preocupacdo com o comprometimento da capacidade de sintese e da
trajetoria formativa aparece com nitidez na fala da professora Helena (2024), para quem a
escrita do resumo representa uma oportunidade de afirmacdo da autoria e de consolidagdo da
trajetoria intelectual. Delega-la a mecanismos algoritmicos, segundo ela, empobrece essa

experiéncia. Na mesma dire¢do, o professor Jodo (2024) defende que esse tipo de ferramenta
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pode ser usado apenas ap6s a escrita humana, como recurso de revisao, e ndo como redatora da
sintese académica, que exige dominio do trabalho e das normas institucionais. Ao afirmar que
“ndo acha seguro simplesmente pedir para gerar um resumo”, sua posi¢ao evidencia uma
preocupacao formativa e ética.

A inseguranca quanto a legitimidade da autoria também atravessa as falas das
po6s-graduandas. A mestranda Rosa (2024) questiona a qualidade e a validade dos resumos
gerados pelas LLMs, classificando-os como produg¢des que nao refletem com precisdao o
conteudo do trabalho. Além disso, ela aponta para os riscos €ticos associados ao plagio e a
atribuicdo indevida de autoria, sustentando que, para que um texto possa ser chamado de
hibrido, é necessario explicitar o uso da maquina, assumindo sua presenga no processo. Caso
contrario, seria o que Lopes, Forgas e Cerda-Navarro (2024) chamam de texto padrdo, aquele
que ¢ elaborado totalmente pela inteligéncia artificial. Isso sugere que a explicitagdo da adog¢do
da IA ¢ parte da ética e da transparéncia necessarias na produgao académica hibrida.

A recusa ¢ ainda mais enfatica na fala da mestranda Angélica (2024), que afirma
que a produgdo do resumo por IA inviabiliza o processo de formacdo ¢ o amadurecimento
reflexivo do pesquisador. Para ela, “ndo tem produgdo do pensamento. Ndo tem transformagdo
humana. Ndo tem crescimento do pesquisador”. Sua critica se ancora na perda do vinculo entre
autoria e formacao, sustentando que a delegacdo dessa etapa comprometeria o desenvolvimento
cognitivo e o engajamento intelectual com o trabalho.

Também estd presente entre os participantes a desconfianca quanto a
fidedignidade dos resumos gerados pela IA, especialmente no que diz respeito a sua
coeréncia com os objetivos € os fundamentos epistemoldgicos da pesquisa. Os entrevistados
colocam em xeque a capacidade da ferramenta de captar as nuances do percurso investigativo,
de refletir a densidade teodrica e de preservar a intencionalidade do pesquisador.

Esse entendimento, embora seja de grande relevancia entre os respondentes,
contrasta com abordagens recentes, como a pedagogia do prompt, que entende a IA generativa
como uma possibilidade formativa. Nessa perspectiva, a cocriagdo entre humano e maquina,
por meio de instrugdes cuidadosamente elaboradas, fundamentadas e acompanhadas de
curadoria ativa, pode favorecer o desenvolvimento da autoria e o fortalecimento do pensamento
critico (Santos, 2024; Silva, 2024).

Esse bloco evidencia uma recusa argumentativa ancorada em critérios formativos,
éticos e epistemoldgicos. Para seus representantes, delegar a escrita do resumo a IA enfraquece
o exercicio de sintese e empobrece a experiéncia autoral, comprometendo a formagao critica do

\

pesquisador. Além disso, manifestam reservas quanto a legitimidade da autoria e a
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confiabilidade do contetdo gerado, sobretudo em relagdo a sua aderéncia aos objetivos e a base
teodrica do trabalho. Ao recusarem a automatizacdo dessa etapa, os participantes reafirmam o

resumo como um espaco de autoria reflexiva e de consolidacao do percurso investigativo.

5.3.5.4 Alguns tensionamentos interpretativos sobre o uso da IA generativa

A andlise das entrevistas revelou trés formas principais de posicionamento quanto
ao emprego da A generativa na elaboracdo do resumo em portugués de teses e dissertagoes:
concordancia plena (7 participantes), concordancia condicionada (7 participantes) e recusa
argumentativa (10 participantes). Esses agrupamentos ndo apenas evidenciam divergéncias na
aceitagdo dessa pratica, mas também permitem observar os critérios que fundamentam cada
postura, desde a percepgao do resumo como etapa técnica e de sintese, até sua valorizagdo como
espaco de autoria, elaboragdo simbolica e culminancia do processo formativo.

Entre os participantes que concordam plenamente, predomina a visdo do resumo
como produto técnico, finalizado e passivel de ser otimizado pela [A, sem prejuizo a autoria. Ja
no grupo da concordancia condicionada, esses mecanismos tecnoldgicos sdo admitidos como
apoio, desde que respeitados critérios éticos, metodologicos e formativos, preservando o
protagonismo do pesquisador. Por fim, no grupo da recusa argumentativa, a elaboragdo dessa
etapa ¢ concebida como parte indissocidvel do processo de aprendizagem, sendo inaceitavel
delega-la @8 maquina sem comprometer a autoria, a ética e a formagao do pesquisador.

Vale destacar que esse mapeamento também revela nuances que escapam a
classificagoes rigidas. A professora Joelma (2024), por exemplo, situada no eixo 1 de andlise
desa tese: resisténcia, manifesta concordancia plena com sua ado¢ao na elaboragdao do resumo
final. Ja o professor Frederico, igualmente associado a resisténcia, admite condicionalmente o
uso da IA generativa nessa etapa, desde que o pds-graduando tenha dominio da ferramenta. Em
ambos 0s casos, percebemos que a resisténcia a utilizacdo de tal tecnologia ¢ situada e
relacional, ndo se apresenta como rejeicao total, mas como ponderacao baseada na natureza da
tarefa, no momento da escrita e na seguranga técnica do pesquisador.

Esses dados indicam que, embora haja avangos na aceitagdo de recursos
algoritmicos de geracdo de linguagem como instrumento de apoio a escrita académica, persiste
uma tensdo significativa quanto a sua fungdo redacional e as implicacOes éticas de sua
utilizagdo. A anélise reforca que a discussao sobre a assisténcia de [A na elaborag¢do de resumos
académicos em portugués nao se limita a aspectos técnicos, mas envolve concepgdes de autoria,

integridade cientifica e formagao intelectual.
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5.3.6 Apoio da inteligéncia artificial generativa a analise e interpretacio de dados

A etapa de andlise e interpretagao de dados ¢ considerada uma das mais exigentes
do processo investigativo, sobretudo em pesquisas qualitativas, por requerer do pesquisador
uma atuacgao ativa, tedrica e situada. Trata-se de uma fase em que os dados s@o compreendidos
a luz dos referenciais adotados e dos contextos de produgao, exigindo envolvimento analitico,
autoria interpretativa e responsabilidade ética (Silva e Paula, 2024; Anjos et al., 2024).

Embora os modelos de inteligéncia artificial generativa tenham sido concebidos
para produzir textos com base em padrdes linguisticos e estatisticos, € ndo para realizar analises
interpretativas, pesquisadores vém explorando seus usos como apoio em tarefas pontuais, como
a organizacdo preliminar dos dados, a identificagdo de padrdes tematicos e a produgdo de
resumos explicativos (Sampaio ef al., 2024; Mattos; Kalinke, 2024).

Essas exploragdes t€ém ocorrido tanto em contextos de analise quantitativa, com
foco em organizacdo e tratamento de grandes bases de dados, quanto em estudos qualitativos,
nos quais a IA vem sendo testada como recurso de apoio técnico a leitura e a interpretagao
textual. Entre as ferramentas mencionadas pelos participantes ou discutidas na literatura,
destacam-se softwares como SPSS, IRaMuTeQ e Atlas.ti, tradicionalmente utilizados em
pesquisas académicas, que agora passam a ser comparados, em termos de funcionalidade e
alcance, com sistemas baseados em inteligéncia artificial generativa, como o ChatGPT.

Essa comparacdo, no entanto, exige cautela, pois envolve distintas logicas de
funcionamento: enquanto os primeiros operam com base em scripts estatisticos ou classificagao
textual supervisionada, os segundos atuam com base em padrdes probabilisticos, o que levanta
questdes sobre fidedignidade, replicabilidade e autoria. Conforme apontam Sampaio, Sabbatini
e Limongi (2024), alguns softwares cientificos j4& comecam a incorporar modelos de linguagem
em suas analises, marcando um movimento de transi¢cdo tecnoldgica que ainda demanda
avaliagdo critica e metodoldgica por parte dos pesquisadores.

Essa apropriagdo, no entanto, tem sido acompanhada por um debate critico em torno
de seus limites e riscos. Parte da literatura reconhece que o apoio da IA pode representar ganhos
técnicos e operacionais, desde que submetido a curadoria ativa do pesquisador (Silva; Paula,
2024; Liao; Vaughan, 2023), enquanto outra parte adverte que a delegagdo da interpretacao a
modelos estatisticos compromete dimensdes epistémicas fundamentais da produgdo cientifica

(Anjos et al., 2024).
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Neste estudo, a possivel influéncia da natureza metodoldgica da pesquisa sobre a
admissibilidade ou ndo da inteligéncia artificial na analise de dados foi intencionalmente
incluida no roteiro de entrevista, com o objetivo de compreender se, na perspectiva dos
participantes, a abordagem adotada, seja ela qualitativa, quantitativa ou mista, condiciona ou
ndo a legitimidade do uso da IA nessa etapa do processo investigativo.

Essa questdo se justifica pelo fato de que diferentes abordagens metodoldgicas
atribuem papéis distintos ao pesquisador na conducdo da analise (Trivinos, 1987; Mattar;
Ramos, 2021). Em investigagdes quantitativas, essa etapa costuma seguir procedimentos
padronizados, com uso intenso de técnicas estatisticas e softwares consolidados, o que pode
favorecer a aceitacdo de sistemas automatizados. J& nas pesquisas qualitativas, a analise
demanda maior envolvimento subjetivo, capacidade interpretativa e reflexividade, o que
intensifica as preocupacdes com os limites da delegacao algoritmica.

Considerando esse pano de fundo, essa subcategoria foi organizada em duas
perspectivas analiticas, a partir dos aspectos mobilizados junto aos participantes. A primeira
trata dos sentidos atribuidos a influéncia (ou nao) da natureza da pesquisa na aceitagdo da
inteligéncia artificial. A segunda perspectiva analisa o julgamento sobre a utilizacdo da 1A
generativa nas tarefas de analise dos dados, em que ela é empregada para organizar, limpar,
identificar padrdes, criar visualiza¢des>®, fazer correlagdes e prever tendéncias futuras.

A seguir, serdo apresentadas as interpretacdes das percepcdes dos participantes
sobre essas duas dimensdes, com base em suas experiéncias e argumentos quanto ao uso da

inteligéncia artificial na etapa de andlise dos dados.

5.3.6.1 A influéncia da natureza da pesquisa na admissibilidade da IA na analise de dados

A primeira perspectiva sobre a influéncia da natureza da pesquisa na
admissibilidade da IA na andlise de dados foi dividida em dois blocos interpretativos: (1) A
natureza da pesquisa influencia a aceitacao do emprego de 1A, representada por 11 entrevistados
(6 professores e 5 académicos); (2) A natureza da pesquisa ndo influencia a aceitacdo do uso de
IA, representada por 13 participantes (6 professores e 7 académicos).

Integram o primeiro bloco interpretativo 11 participantes (6 professores e 5
académicos). Seus julgamentos foram organizados em 5 unidades de registro que evidenciaram

diferentes fundamentos desse posicionamento (Quadro 9), sdo elas: (1) Subjetividade e

36 Programas como “Heuristi.ca e Napkin sio capazes de transformar praticamente qualquer material escrito em
visual” (Sampaio; Sabbatini; Limongi, 2024).
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protagonismo do olhar humano; (2) Responsabilidade do papel autoral na analise de dados; (3)

Assimetria metodoldgica na admissibilidade da IA; (4) Maturidade académica como critério.

Quadro 9 — Percepcdes sobre a influéncia da natureza da pesquisa na admissibilidade da
inteligéncia artificial

Blocos Unidades de registro
interpretativos

A natureza da Subjetividade e protagonismo do olhar humano [4]

pesquisa influencia a |Responsabilidade do papel autoral na analise de dados [3]

aceitagdo do uso de | Assimetria metodologica na admissibilidade da IA [3]

IA[11] Maturidade académica como critério [4]

A natureza da Capacidade critica e curadoria ativa como fundamentos da
pesquisa nio admissibilidade [6]

influencia a aceitacdo |Engajamento com os dados e curadoria digital critica [5]

do uso de 1A [13]

Uso instrumental ¢ legitimo em qualquer abordagem [3]

Fonte: Elaborado pela autora com base no contetido das entrevistas — julho de 2024 a abril de 2025.

Essas compreensoes dialogam com a literatura metodoldgica (Trivifios, 1987,
Mattar; Ramos, 2021), ao enfatizarem que a andlise de dados, sobretudo em pesquisas
qualitativas, vai além da aplicacdo técnica: ela requer engajamento critico, reflexividade e
sensibilidade tedrica diante dos contextos e dos sujeitos envolvidos. Tais elementos refor¢gam o
entendimento de que a delegacao irrestrita da anélise a IA pode fragilizar dimensdes essenciais
do processo formativo e da producao de conhecimento situada.

A unidade de registro que inaugura a andlise diz respeito a subjetividade e ao
protagonismo do olhar humano, especialmente na analise de dados qualitativos, mencionada
por 4 entrevistados. A doutoranda Sabrina (2024) destaca: “na pesquisa qualitativa, tem uma
questado do olhar do pesquisador [...]. A IA pode ajudar a organizar, mas ndo consegue captar
essas nuances” . Essa percepcao ¢ reforcada pela professora Lucia (2025), para quem “a /4 ndo
vai conseguir acessar as sutilezas do campo, do que foi dito, do que estd nas entrelinhas”. As
duas falas evidenciam que a andlise interpretativa demanda uma escuta sensivel e situada, cuja
densidade ndo pode ser plenamente automatizada. Nesse sentido, a contribuicao da IA pode se
restringir a aspectos organizacionais, mas nao substitui a media¢do critica do pesquisador, que
permanece central na interpretacao dos dados.

Essas compreensoes dialogam com autores como Trivifios (1987) e Mattar e Ramos
(2021), que ressaltam o papel ativo do pesquisador na interpretagdo dos dados, especialmente

em contextos qualitativos. Nessas abordagens, a analise ndo ¢ apenas um procedimento técnico,
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mas um exercicio de compreensdo profunda dos significados atribuidos pelos sujeitos e pelo
contexto. O olhar do pesquisador atua como mediador entre os dados e as teorias, € € nesse
movimento interpretativo que se constréi o sentido da investigacao. Assim, a subjetividade nao
¢ um problema metodologico, mas uma poténcia que exige reflexividade e responsabilidade
epistemologica, algo que, segundo os participantes, ndo pode ser delegado integralmente a
inteligéncia artificial.

Duas professoras, Helena (2024) e Flavia (2024) expressaram preocupagdes em
relagdo a preservagdo da responsabilidade do papel autoral na andlise de dados, a segunda
unidade de registro. Ambas integram a categoria da Resisténcia, no eixo 1 desta tese, e
consideram que permitir & inteligéncia artificial substituir o pesquisador nesse momento
comprometeria ndo apenas a dimensdo autoral, mas também o valor formativo do processo.
Essa critica se ancora na ideia de que a analise constitui um espago de afirmagao da autoria
cientifica, no qual o pesquisador interpreta os dados com base em seu repertdrio teoérico, sua
vivéncia de campo e sua capacidade critica. Aqui, a andlise ¢ concebida como espago
privilegiado de autoria cientifica e formativa, cuja substitui¢do algoritmica comprometeria a
integridade do processo investigativo.

Outra justificativa apresentada por trés participantes esta ancorada na assimetria
metodoldgica entre os paradigmas de pesquisa, a terceira unidade de registro apontada. Essa
perspectiva € ilustrada pela fala da mestranda Priscila (2025), que afirma: “na quantitativa é
mais aceitavel. Agora, na qualitativa, precisa de muito cuidado. E outra logica de andlise”.
Essa declaragdo revela a percepg¢ao de que, na pesquisa quantitativa, a utiliza¢do da IA tende a
ser mais aceitavel, enquanto, em abordagens qualitativas, requer maior rigor e cautela. Esse
entendimento encontra respaldo em Bail (2024), ao destacar que os modelos de IA generativa
apresentam maior afinidade com logicas quantitativas e dedutivas, mas enfrentam limites mais
evidentes em contextos qualitativos, nos quais a interpretagdo situada e a complexidade
epistémica desafiam respostas padronizadas.

O ultimo agrupamento desse bloco, diz respeito a maturidade académica como
critério para avaliar a admissibilidade da IA na andlise de dados, evidenciado por 4
participantes. Para eles, a adocdo dessas ferramentas deve considerar o grau de experiéncia do
pesquisador, pois iniciantes, ainda em formacdo, correm maior risco de depender
excessivamente da tecnologia € comprometer a qualidade interpretativa do trabalho. Ja
pesquisadores mais experientes, como doutorandos, teriam mais condi¢des de utilizar a [A com

discernimento e espirito critico.
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Essa percepcao encontra respaldo em Lehr et al. (2023), que destacam que a atuagao
da TA em tarefas analiticas demanda supervisdo experiente, especialmente em contextos
complexos, sob pena de gerar resultados imprecisos ou epistemicamente frageis. Na mesma
direcdo, Bail (2024) adverte que o uso da IA nas ciéncias sociais exige julgamento criterioso e
dominio metodoldgico, sob o risco de comprometer a validade das interpretacdes. Assim, a
maturidade do pesquisador aparece como salvaguarda fundamental frente aos riscos da
delegacgao algoritmica.

Esses depoimentos revelam que, para parte significativa dos participantes, a
natureza da pesquisa, especialmente quando qualitativa, coloca limites mais rigorosos a
assisténcia da inteligéncia artificial na analise de dados, exigindo maior responsabilidade
autoral, formagdo critica e presenca ativa do pesquisador. Importante ressaltar, desde ja que a
grande maioria das pesquisas desenvolvidas pelos sujeitos que integram esse estudo vinculam-
se a abordagem qualitativa de pesquisa. Apenas uma professora (Helena, 2024), que ndo integra
esse bloco interpretativo, demonstrou familiaridade com pesquisas quantitativas, vamos
explorar isso na proxima perspectiva analitica.

J& o segundo bloco interpretativo corresponde ao entendimento de 13 participantes
(6 professores e 7 académicos) que consideraram que a abordagem metodoldgica em si ndo ¢
determinante para a admissibilidade da assisténcia da [A em teses e dissertagdes, sendo mais
relevante o fator ético-epistémico. As justificativas apresentadas foram organizadas em 3
unidades de registro: (1) Capacidade critica e curadoria ativa como fundamentos da
admissibilidade; (2) Engajamento com os dados e curadoria digital critica e (3) Uso
instrumental € legitimo em qualquer abordagem.

A primeira expressa a ideia de que a admissibilidade da IA ndo deve estar
condicionada a natureza da pesquisa em si, mas a capacidade critica e a curadoria ativa do
pesquisador. Seis dos investigados, como as professoras Silvia (2025) e Luiza (2025)
reforgaram que a legitimidade do uso da tecnologia reside menos no tipo de abordagem e mais
na forma como o pesquisador se posiciona diante dela. Essa posicao revela uma confianga na
autonomia do pesquisador e na sua capacidade de usar a [A como apoio, sem abrir mao da
responsabilidade interpretativa.

A segunda unidade de registro identificada nesta perspectiva analitica referiu-se a
compreensdo de que a legitimidade da adogdo da inteligéncia artificial na analise de dados
depende, sobretudo, do grau de engajamento do pesquisador com os dados e da realizacdo de
uma curadoria digital critica. Para os cinco participantes que sustentaram esse posicionamento,

a responsabilidade epistémica na interpretacdo ndo estd condicionada a natureza metodologica
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da pesquisa, seja ela qualitativa, quantitativa ou mista, mas sim a postura ativa, ética e reflexiva
do pesquisador diante dos resultados produzidos com o auxilio de ferramentas digitais.

Tal entendimento sugeriu que, mesmo em contextos de automatizagdo, a agéncia
humana permanece central na produgao de conhecimento. Essa concepgdo converge com o que
argumentam Silva e Paula (2024), ao afirmarem que as ferramentas de IA s6 ganham
legitimidade quando o pesquisador atua como curador do processo, mantendo o controle
interpretativo. De modo complementar, Liao e Vaughan (2023) defendem que os beneficios
operacionais dos modelos generativos so se realizam plenamente quando integrados a praticas
investigativas orientadas por principios ético-analiticos solidos.

Por fim, a terceira unidade de registro desse bloco interpretativo sustenta que a
aplica¢do instrumental da inteligéncia artificial pode ser validada em diferentes matrizes
metodoldgicas. A doutoranda Joana (2024), por exemplo, considera que ferramentas
computacionais tém potencial para apoiar, de maneira transversal, atividades técnicas como
organizag¢do de informacdes, na identificagdo de padrdes iniciais ou na estruturagdo preliminar
de categorias analiticas.

Nessa perspectiva, a tecnologia ¢ compreendida como uma ferramenta de apoio,
cuja atuagdo deve permanecer subordinada a mediagdo critica do pesquisador. A centralidade
da autoria humana ¢ preservada, desde que o emprego de recursos tecnoldgicos esteja restrito a
etapas operacionais, sem comprometer os processos reflexivos e interpretativos que
caracterizam a pesquisa cientifica. Essa posi¢ao dialoga com estudos que destacam a distingao
entre apoio técnico de instrumentos algoritmicos e delegacdo cognitiva, reafirmando que a
legitimidade se funda na apropriacdo da [A como extensdo da acdo humana, e nao de
substitui¢do (Silva; Paula, 2024; Bail, 2024).

As distintas posicdes sobre a influéncia da natureza metodologica na
admissibilidade da inteligéncia artificial evidenciam que os participantes mobilizam, de forma
critica, dimensdes éticas, formativas e epistemologicas na analise dos dados. Enquanto parte
dos entrevistados considera que abordagens qualitativas impdem limites mais rigorosos a
adocdo de tecnologias baseadas em linguagem natural, outros defendem que a validade dessa
assisténcia reside no compromisso do pesquisador com o rigor analitico e a curadoria ativa.

Assim, mais do que uma questao de método, a presenga dessas ferramentas na etapa
analitica envolve disputas sobre autoria, mediacdo humana e integridade cientifica. Concluida
essa primeira perspectiva analitica, a se¢do seguinte examina os julgamentos expressos diante
de um cendrio prospectivo, no qual agentes computacionais sdo empregados como apoio direto

nas tarefas de organizacao, sistematizagao e interpretacdo dos dados empiricos.
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5.3.6.2 Julgamento sobre a validade do uso da IA na etapa de analise de dados em teses e
dissertacoes

Apos a andlise das compreensdes sobre a influéncia da natureza metodoldgica da
pesquisa, esta segunda perspectiva analitica enfoca os julgamentos emitidos pelos participantes
diante de um cenario hipotético em que a inteligéncia artificial generativa ¢ empregada
diretamente na etapa de analise dos dados. A proposta do roteiro foi explorar como cada
entrevistado avalia a legitimidade da atuagdo dessas tecnologias em tarefas como organizagao,
limpeza, identificagdo de padrdes, geracdo de visualizagdes, correlagdes e previsdo de
tendéncias. As respostas foram organizadas em trés blocos interpretativos distintos: (1) Aceitam
a presenca da IA na analise de dados; (2) Aceitam com ressalvas a aplicacao de IA na analise
de dados; e (3) Nao aceitam o uso de IA na andlise de dados. Cada grupo foi desdobrado em
unidades de registro que sintetizam os principais critérios ético-metodologicos mobilizados nas

falas, conforme quadro a seguir.

Quadro 10 — Percepcao dos entrevistados frente ao uso da IA na etapa de analise de
dados em teses e dissertacoes

Blocos interpretativos Unidades de registro

A TA como extensdo legitima dos recursos técnicos da analise
Aceitam o uso de IA na |cientifica [7]

analise de dados [7] Eficacia do uso da IA ao nivel de experiéncia e dominio técnico
do pesquisador [2]

Aceitam com ressalvas a | Uso restrito da IA a tarefas mecénicas ou pré-analiticas [3]

aplri(?agéo de IA na validacdo e interpretacdo devem permanecer sob

analise de dados [11] responsabilidade exclusiva do pesquisador humano [11]

Envolvimento humano, sensibilidade tedrica e experiéncia

N3do aceitam o uso de [A interpretativa [6]

na analise de dados [6] |Comprometimento da formagado do pesquisador [6]

Esvaziamento ético e epistémico do processo investigativo [3]

Fonte: Elaborado pela autora com base no conteudo das entrevistas — julho de 2024 a abril de 2025.

Participantes que aceitam a IA como extensdo funcional dos recursos técnico-cientificos
na analise de dados

O primeiro bloco interpretativo reune os posicionamentos de 7 participantes (4
professores e 3 académicos) que se mostraram favoraveis a presenga da inteligéncia artificial

generativa na etapa de andlise de dados em teses e dissertacdes. As falas desse grupo foram
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organizadas em duas unidades de registro: (1) a IA como extensdo legitima dos recursos
técnicos da analise cientifica; e (2) a eficacia do uso da ferramenta associada ao nivel de
experiéncia e dominio técnico do pesquisador.

Iniciamos pela unidade de registro onde evidenciamos as falas que expressam uma
perspectiva instrumental, ancorada na légica do aprimoramento técnico e da atualizagdo digital.
A professora Carla (2024), por exemplo, afirma que "a I4 veio para somar, como outros
softwares vieram. Usamos SPSS, usamos o IRaMuTeQ [...] Agora temos outras ferramentas
mais potentes". De modo semelhante, a mestranda Maria (2024) destaca que "a I4 ajuda muito
a organizar os dados, principalmente quando sdo muitos. Ja temos programas que fazem isso,
agora é so uma nova versdo, mais rdpida". Ambas reforcam a ideia de que a adogdo de
ferramentas de inteligéncia artificial representa um avango técnico relevante no apoio a
pesquisa.

A confianca na funcionalidade desses recursos é respaldada por observagdes de
Sampaio, Sabbatini e Limongi (2024), que descrevem softwares cientificos ja consolidados,
como Atlas.ti, MAXQDA e NVivo, incorporando modelos de linguagem generativos por meio
de APIs*’. Essa integragio representa um avanco técnico em relacio as versdes anteriores, que
operavam exclusivamente com classificacdo textual supervisionada, ampliando as
possibilidades de automagao no tratamento dos dados sem prescindir da supervisao humana.

A incorporagdo de modelos generativos amplia as funcionalidades analiticas desses
CAQDASs*®, favorecendo a automacio de tarefas como categorizagio, sintese e reconhecimento
de padrdes tematicos. No entanto, essa sofisticagdo nao elimina as limitag¢des estruturais desses
sistemas, razdo pela qual os autores alertam para a persisténcia de vieses e distor¢des
algoritmicas. Diante disso, recomendam uma atuacdo curatorial criteriosa por parte do
pesquisador, a fim de preservar a qualidade e a legitimidade interpretativa dos resultados.

Estudos recentes indicam que a incorporagdo de modelos de linguagem generativos
a programas cientificos tem ampliado significativamente suas potencialidades analiticas,

permitindo, por exemplo, a realizacdo de mineracdo de sentimentos. Silva e Serrano (2023)

37 API ¢ a sigla para Application Programming Interface (Interface de Programagdo de Aplicagdes). Trata-se de
um conjunto de protocolos e rotinas que permite a comunicagdo entre diferentes softwares. No contexto da
inteligéncia artificial, uma API permite que um programa, como o Atlas.ti ou NVivo, acesse e utilize
funcionalidades de um modelo de linguagem (como o ChatGPT) sem que o modelo esteja diretamente integrado
ao software, garantindo flexibilidade, atualizagdo constante e, em alguns casos, maior seguranga de dados (Red
Hat, 2025).

38 CAQDAS (Computer Assisted Qualitative Data Analysis Software), em portugués; Software de Analise de
Dados Qualitativos Assistida por Computador. S3o programas que auxiliam na analise de dados qualitativos,
permitindo codificagdo, categorizagdo e organizacdo de informacgdes textuais, visuais ou sonoras. Eles nao
substituem a interpretacdo do pesquisador, mas oferecem suporte técnico para sistematizar e documentar o
processo analitico com maior rigor metodologico.
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demonstraram que o sistema, quando adequadamente instruido, ¢ capaz de analisar emogdes e
opinides em textos extraidos de redes sociais, apresentando resultados consistentes tanto na
identificacao da polaridade quanto na categorizacao emocional. Apesar dos avangos observados

nessa interface algoritmica, os autores alertam para limitagdes relevantes. Eles apontam que:

[...] o ChatGPT nao é capaz de fundamentar teoricamente as respostas nem explicitar
com clareza os critérios utilizados para classificar os textos. Ha, portanto, um déficit
de transparéncia, o que impede sua adogdo como ferramenta autonoma em analises
cientificas mais exigentes (Silva; Serrano, 2023, p. 10).

Os autores também destacam que o desempenho do modelo varia de acordo com a
formulagdo dos prompts, o que refor¢a a importancia da curadoria ativa e da intervengao
humana para orientar e interpretar adequadamente os resultados gerados por esses sistemas.

Bail (2024) também reconhece o potencial da inteligéncia artificial generativa como
apoio as andlises automatizadas nas ciéncias sociais. Segundo o autor, esses sistemas sao
capazes de codificar opinides, identificar temas e mapear posicionamentos com precisao
comparavel a de codificadores humanos, além de economizar tempo e permitir que o
pesquisador se dedique a interpretagdes mais complexas. Ainda assim, o autor adverte para
limitagdes técnicas e éticas importantes, destacando que os resultados desses modelos ndo sdao
replicaveis, pois operam de forma estocastica e passam por atualizacdes constantes, o que
compromete sua confiabilidade cientifica.

A segunda unidade de registro, que associa a eficicia do uso da IA ao nivel de
experiéncia e dominio técnico do pesquisador, ¢ evidenciada nas falas da mestranda Isabel
(2025) e da doutoranda Estela (2024). Ambas destacam que o recurso exige familiaridade com
seus mecanismos e consciéncia critica sobre os comandos e seus limites. Para elas, o problema
ndo estd na tecnologia em si, mas na competéncia de quem a opera, 0 que aproxima essa
aceitagdo pragmatica de uma compreensdo experiencial, baseada no emprego qualificado e
responsavel desses instrumentos.

Embora os participantes deste bloco tenham demonstrado aceitagdo quanto a
adoc¢do de recursos de inteligéncia artificial na etapa de andlise de dados, suas falas ndo ignoram
os riscos associados a automagdo do processo investigativo. O que se evidencia ¢ uma
valorizacao dos ganhos operacionais e da continuidade de um processo tecnoldgico ja integrado
a préatica académica, sem, contudo, abdicar do julgamento critico. Nos blocos seguintes, serdo

apresentadas as percep¢des dos participantes que, embora reconhegam o potencial dessas
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tecnologias, defendem restrigdes e salvaguardas éticas, assim como daqueles que rejeitam seu

uso por entenderem que ele compromete fundamentos epistémicos e formativos da pesquisa.

Percepcoes dos entrevistados que aceitam com ressalvas: uso restrito da IA a tarefas pré-
analiticas e operacionais

O segundo bloco interpretativo retine 11 participantes (5 professores ¢ 6
académicos) que expressaram aceitacdo condicional da inteligéncia artificial generativa na
etapa de andlise e interpretagdo de dados em teses e dissertagdes. Os depoimentos foram
organizados em duas unidades de registro: (1) uso restrito da IA a tarefas mecanicas ou pré-
analiticas e (2) validagdo e interpretagdo devem permanecer sob responsabilidade exclusiva do
pesquisador humano.

Entre os integrantes desse grupo, cinco consideram admissivel a presenga da 1A
nessa etapa, desde que sua atuagdo se limite a procedimentos iniciais € operacionais, como
organizac¢do de informagdes, categorizagdo assistida, extragdo de palavras-chave ou geragdo de
visualizacdes. Nessa perspectiva, os sistemas generativos sdo compreendidos como apoio
técnico, util para otimizar o trabalho com grandes volumes de dados, sem interferir nos aspectos
analiticos centrais da pesquisa.

Nessa logica, o pesquisador aceita apenas delegar etapas preparatorias,
resguardando para si o nucleo interpretativo da andlise. Para os entrevistados, cabe
exclusivamente ao pesquisador humano conduzir a andlise critica e validar os achados,
preservando o rigor e a integridade do processo investigativo

As contribui¢des do mestrando Paulo (2024) e da professora Joelma (2024) ilustram
essa compreensao instrumental da IA como suporte pré-analitico. Paulo afirma. “para uma
organizagdo, talvez sim [...] de sistematizar, de juntar os dados, colocar os dados em uma
ordem, fazer cruzamentos preliminares, isso talvez sim, sabe? Mas para interpretar mesmo, eu
acho que nao”. Ja a docente Joelma considera legitimo “usar a ferramenta para organizar os
dados, para lancar os dados, até para identificar as varidaveis”, desde que o pesquisador se
debruce criticamente sobre os resultados gerados. Essas falas evidenciam que, embora
reconhecam a utilidade da IA para organizar dados, os entrevistados mantém a andlise
interpretativa como prerrogativa irrenunciavel do pesquisador.

A professora Laura (2025) amplia essa compreensao instrumental ao propor uma
utilizacdo que, embora restrita as tarefas organizacionais, exige do pesquisador uma postura

dialogica e critica diante da tecnologia. Em sua entrevista, ela relata interagdes com a [A em
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que, ao receber uma resposta automatizada, reage dizendo: “vocé fala, ndo, isso aqui que vocé
estda dizendo é bobagem, porque eu também li, porque eu estou pondo a minha inteligéncia
humana para refletir sobre”.

Sua formulagdo evidencia a defesa de uma agéncia humana ativa, pautada naquilo
que a literatura recente denomina pedagogia do prompt. Essa abordagem implica que o
pesquisador ndo apenas comande a maquina, mas também dialogue, questione, valide e
confronte suas respostas com base em repertorio proprio, leitura critica e autonomia intelectual.
Nesse sentido, Laura reafirma a centralidade da curadoria humana mesmo quando a IA atua
apenas como organizadora preliminar dos dados.

A postura ativa da professora diante da inteligéncia artificial pode ser compreendida
a luz do conceito de construtivismo critico da tecnologia, formulado por Feenberg (2013c,
2022). Para o autor, o significado de uma tecnologia ndo se restringe a sua estrutura funcional,
mas ¢ historicamente constituido nos modos de uso que os sujeitos constroem a partir de seus
contextos e valores. Ao rejeitar uma interagdo automatizada ou meramente instrumental com a
IA, a professora exemplifica o que o autor denomina de racionalizagdo substantiva: uma forma
de engajamento em que as escolhas técnicas sdo orientadas por principios formativos, éticos e
epistemologicos, e ndo apenas por critérios de eficiéncia ou produtividade. Nesse
enquadramento, o emprego da IA ¢ mediado por intencionalidade critica, sendo ressignificado
a partir da agéncia humana situada.

A perspectiva de uma aplicacdo critica, situada e mediada da tecnologia encontra
respaldo na literatura especializada. Sampaio, Sabbatini e Limongi (2024, p. 34) alertam que,
embora alguns softwares ja integrem sistemas de geragdo automatica de contetdo para apoiar
a andlise de dados, permanece essencial a atuagdo curatorial do pesquisador. Os autores
enfatizam que “¢ importante checar as analises automatizadas realizadas por tais ferramentas,
pois elas continuam incorporando distor¢des e vieses dos Modelos de Linguagem”. Tal
adverténcia reforca a ideia de que a presencga de recursos algoritmicos, por mais sofisticados
que sejam, ndo isenta o pesquisador da responsabilidade ética e epistémica sobre os resultados
obtidos.

Essa concepcao ¢ reforcada por Mattos e Kalinke (2024, p. 16), ao apontarem que
“as ferramentas de IA podem ser utilizadas em atividades operacionais, como a organizacao de
dados, a busca por palavras-chave ou a geragao de graficos, por exemplo, mas ndo substituem
a analise critica e interpretativa que deve ser conduzida pelo pesquisador humano.” A citagdo
destaca que, mesmo com avangos funcionais, a contribuicao desses sistemas deve se restringir

as fases iniciais do tratamento dos dados. A elaboragdo analitica continua sendo compreendida
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como uma pratica autoral, sustentada pelo repertorio tedrico e pela sensibilidade investigativa
de quem pesquisa.

Esse entendimento ecoa em outros segmentos da amostra, que também defendem a
centralidade do pesquisador na condugdo da interpretacdo dos dados. Independentemente do
grau de adesdo a tecnologia, prevalece o entendimento de que a interpretagdo dos dados deve
permanecer sob responsabilidade do pesquisador humano, condi¢do reiteradamente apontada
como indispensavel a legitimidade cientifica. Ainda que se reconheca o potencial dos modelos
de linguagem para indicar caminhos iniciais, a validacdo dos resultados continua sendo
compreendida como tarefa intransferivel, como se observara nos blocos seguintes.

A aceitagdo da presenga de tecnologias de linguagem nesta etapa da pesquisa esta
condicionada ao reconhecimento de seus limites epistémicos e a valorizagdo da centralidade
humana no processo de interpretagdo. Para os integrantes deste bloco, mesmo quando os
sistemas algoritmicos colaboram na organizagdo das informacdes ou sugerem padrdes
preliminares, cabe ao pesquisador conduzir a analise final, mobilizando seu repertorio teorico,
sua trajetoria investigativa e a leitura situada do objeto em estudo. Como expressou o professor
Jodo (2024), "a interpretagdo continua sendo dele", reafirmando a indissociabilidade entre
autoria critica e responsabilidade cientifica.

Dessa forma, os sujeitos desse bloco aceitam a adogdo da A generativa na analise
de dados, desde que a tecnologia atue apenas como suporte técnico, prevalecendo a centralidade
da agéncia humana. Os recursos algoritmicos de geragao de linguagem podem sugerir, mas nao
decidir; podem organizar, mas ndo concluir; podem apontar caminhos, mas ndo trilhar o
percurso analitico por si so.

A posigao central do pesquisador, reconhecida como condi¢do para a legitimidade
da utilizacdo da inteligéncia artificial, aparece também como limite inegociavel para outro
grupo de interlocutores, que ndo admite a aplicacdo desses recursos na etapa de andlise de
dados. Para esses respondentes, ndo se trata apenas de estabelecer limites operacionais para a
tecnologia, mas de preservar a natureza formativa e autoral da analise, compreendida como um
processo que exige escuta, sensibilidade, repertorio tedrico e experiéncia investigativa.

A defesa da mediacdo humana também se articula a preocupagdes com os impactos
da desigualdade de acesso a tecnologia, apontada por alguns entrevistados como um fator que
aprofunda a exclusao epistémica. A professora Laura (2025), ao evocar Milton Santos, afirma
que “‘esse mundo é um todo sistémico, desigual e combinado, o que faz sistémico é o alcance

que todo mundo tem a determinada tecnologia, o que faz desigual e combinado é o uso que se
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faz dessa tecnologia”, destacando que ndo basta ter acesso a tais aparatos, € preciso saber
utiliza-los de forma critica, ética e situada.

Dessa forma, os sujeitos desse bloco aceitam a adocao da IA generativa na analise
de dados, desde que a tecnologia atue apenas como suporte técnico, prevalecendo a centralidade
da agéncia humana. Os recursos algoritmicos de geragdo de linguagem podem sugerir, mas nao
decidir; podem organizar, mas ndo concluir; podem apontar caminhos, mas nao trilhar o
percurso analitico por si so.

Assim, enquanto este grupo admite a tecnologia de forma restrita e instrumental, o
préoximo bloco reune aqueles que rejeitam de maneira mais enfatica qualquer participacao da
IA na andlise de dados, por compreenderem que tal uso compromete fundamentos éticos,

epistémicos e formativos da pesquisa.

A analise de dados como espaco irredutivel da autoria cientifica e da formacao
investigativa

O terceiro bloco interpretativo reune os posicionamentos de 6 entrevistados (4
docentes e 2 discentes) que recusam a aplicacdo da inteligéncia artificial generativa nessa fase
da investiga¢do. Para esse grupo, ha uma incompatibilidade estrutural entre as exigéncias
analiticas e a 16gica automatizada dos modelos de linguagem, o que torna inadequada qualquer
forma de delegacdo algoritmica nesse estdgio do trabalho académico. As falas foram
organizadas em trés unidades de registro: (1) envolvimento humano, sensibilidade teorica e
experiéncia interpretativa, (2) comprometimento da formacdo do pesquisador e (3)
esvaziamento ético e epistémico do processo investigativo.

A concepgao de que a etapa de analise requer envolvimento humano direto,
sensibilidade tedrica e experiéncia interpretativa fundamenta o posicionamento reunido na
primeira unidade de registro deste bloco. Para esses interlocutores, a incompatibilidade
estrutural entre as exigéncias analiticas e a 10gica automatizada dos sistemas generativos de
linguagem inviabiliza qualquer delegagdo algoritmica nessa fase do processo investigativo. A

professora Flavia (2024) sintetiza esse entendimento ao afirmar:

Ndo, andlise de dados ndo. [...] Para mim, a analise de dados requer a escuta, requer
a sensibilidade, requer a experiéncia. A inteligéncia artificial ndo pode substituir
isso. Porque o olhar sobre o dado é um olhar que tem um arcabougo teorico, um
conhecimento da realidade, uma vivéncia. A IA ndo tem isso. Entdo, como é que ela
vai interpretar?
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O depoimento da professora expressa com precisdo que a analise ndo € concebida
como uma atividade passivel de ser delegada a maquina, mas como uma pratica interpretativa
que exige envolvimento humano, formagao tedrica e um olhar situado sobre os dados,
inseparavel da trajetoria investigativa do pesquisador.

A segunda unidade de registro deste bloco interpretativo, comprometimento da
formagao do pesquisador, também ¢ sustentada por vozes que defendem a centralidade da
agéncia humana na analise de dados, mesmo em campos investigativos nos quais a automagao
costuma ser mais tolerada. A professora Helena (2024), com trajetoria em pesquisas
quantitativas, argumenta que essa etapa requer decisdes sucessivas, baseadas em dominio
estatistico, rigor metodoldgico e maturidade interpretativa. Sua contribui¢do refor¢a o
entendimento de que a atividade analitica ndo pode ser reduzida a operagdes algoritmicas, por

envolver escolhas que sd3o, a0 mesmo tempo, técnicas e formativas.

E quando vocé escreve o seu método na pesquisa da quantitativa, vocé tem que
descrever qual programa vocé utilizou para fazer a limpeza da sua base de dados. Se
vocé utilizou uma IA dessas, vocé ja teria que comecgar mentindo ali, né? Nao ia ser
nem o R, nem o SPSS, nem o SAS, enfim, nenhum desses programas ai que sdo os
mais utilizados para fazer esse tipo de limpeza de base de dados. E existem também
os procedimentos para analise de dados. O que vocé vai analisar? Curtose, assimetria,
outliers, enfim, né? Vocé jogar tudo isso nas mios de uma maquina, porque essa
limpeza ela requer algumas decisdes, essas decisdes requerem raciocinio, raciocinio é
um ser humano que tem que tomar decisdo, pesquisador na verdade, e isso influencia
e depende inclusive da sua maturidade, como pesquisador tomar algumas decisdes,
quais dados manter, quais ndo manter, o que vocé vai tratar, o que vocé nao vai tratar.
E ai se vocé deixa a IA tratar, normalizar seus dados, jogar fora o que ndo t4 bom,
enfim, né? Vocé ali ja enviesa completamente tudo que vai ali depois. E ai se na
sequéncia vocé também deixa a carga da IA fazer as devidas correlagdes, graficos,
tabelas, enfim, né? O fato de vocé fazer uma analise quantitativa ndo te esquiva de
tomar decisdes, muito pelo contrario. Vocé tem que tomar decisdo o tempo todo, tudo
que vocé vai fazer. Desde o tratamento de um dado omisso, vocé tem que tomar uma
decisdo, até o tratamento de dados, vamos dizer, fora da curva, os outliers (Professora
Helena, 2024).

A visdo da docente se destaca por uma critica consistente, fundamentada tanto em
dominio técnico quanto em uma concepg¢ao formativa da andlise. Ela afirma que a tomada de
decisdo, desde a selecdo das ferramentas até o tratamento de dados "fora da curva", ¢é
inseparavel da autoria cientifica. Sua argumentacdo tensiona expectativas de delegacao
automatizada, mesmo em areas com histérico de maior adesdo a solugdes algoritmicas. Ao
sustentar que a atuacdo da inteligéncia artificial compromete tanto a credibilidade dos
resultados quanto o processo formativo do pesquisador, sua perspectiva contribui de forma
significativa para este bloco interpretativo, ao ampliar a compreensdo dos limites ético-

metodoldgicos impostos a tecnologia nos diferentes paradigmas de pesquisa.
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A terceira unidade de registro deste bloco interpretativo refere-se ao esvaziamento
ético e epistémico do processo investigativo. Entre docentes e pos-graduandos, destaca-se uma
preocupacao comum: a presenca da inteligéncia artificial na analise de dados pode fragilizar a
formagdo do pesquisador e comprometer os fundamentos que sustentam a credibilidade da
pesquisa. Ainda que os participantes nao tenham nomeado explicitamente os riscos envolvidos,
suas falas evidenciam apreensdes alinhadas a debates recentes sobre a confiabilidade dos
processos automatizados.

Entre os principais riscos apontados pela literatura especializada, destacam-se a
opacidade algoritmica, que impede o rastreamento dos critérios utilizados pelos modelos, a
geracdo de inferéncias fabricadas com aparéncia de validade (alucinagdes), os vieses
reproduzidos a partir de dados historicos e a dificuldade de replicacdo dos resultados gerados
por sistemas probabilisticos.

A replicabilidade ¢ um dos pilares da confiabilidade cientifica, especialmente em
pesquisas empiricas. Sampaio, Sabbatini e Limongi (2024) destacam que, quando os modelos
generativos de linguagem, como os integrados ao NVivo, Atlas.ti, ChatGPT sdo atualizados,
ocorrem mudancas nos parametros, nos dados de treinamento e na arquitetura do sistema, o que
pode gerar respostas diferentes para o mesmo prompt que foi utilizado anteriormente. Os
autores chamam atencdo para a natureza da “caixa-preta” desses sistemas, cuja opacidade
algoritmica representa um desafio ao escrutinio metodologico rigoroso (Bail, 2024, p. 5, 10,
traducdo nossa) Assim, sdo ferramentas valiosas para insights exploratorios, mas ndo sao
confidveis como instrumentos de analise final por conta dessa instabilidade inerente.

Além das limitagdes de replicabilidade e confiabilidade, outros dois riscos
frequentemente associados aos modelos de linguagem merecem atengao: os vieses algoritmicos
e as alucinac¢des. Como observa Silveira (2021), esses sistemas operam com base em grandes
bases de dados e padrdes historicos que tendem a reproduzir desigualdades estruturais ja
presentes na sociedade. Assim, mesmo sem intengao de reforgar esteredtipos ou distorg¢des, o
pesquisador pode ser induzido a resultados enviesados, comprometendo a neutralidade da
interpretacdo. Essa condi¢do exige uma mediacdo critica, sensivel as implicagdes sociais e
politicas das decisdes técnicas, sob pena de esvaziar o compromisso ético e epistémico que
sustenta a analise cientifica.

No caso das alucinagdes algoritmicas, o risco reside na geracao de respostas com
aparéncia de coeréncia, mas desprovidas de fundamento empirico ou respaldo tedrico
verificdvel. Como explica Lemos (2024), esse ¢ um funcionamento tipico dos modelos

generativos, que preenchem lacunas para manter a fluidez textual. Esse fendmeno compromete



214

a producdo cientifica ao induzir erros interpretativos e mascarar falhas metodologicas com
construc¢des convincentes. Diante disso, € indispensavel uma atuagao critica de p6s-graduandos
e orientadores, para que o recurso a inteligéncia artificial nao fragilize os principios de
verificabilidade e responsabilizacdo que sustentam a ética da pesquisa académica.

Para os participantes que rejeitam a presenca da IA na analise de dados, essa etapa
ndo é vista como técnica ou automatizavel, mas como um momento central da autoria cientifica,
no qual o pesquisador mobiliza conhecimentos tedricos, toma decisdes metodologicas e elabora
interpretagdes situadas. Substitui-la por operacdes algoritmicas significaria ndo apenas uma
perda formativa, mas também uma violagdo do compromisso ético com a producdo do
conhecimento. A recusa, portanto, ndo decorre do desconhecimento das tecnologias, mas da

defesa de principios epistémicos e formativos considerados inegociaveis.

5.3.7 A conclusido como espaco de autoria: a IA pode estar presente?

Na escrita académica, a conclusdo ocupa um lugar estratégico de sintese,
interpretagdo e autoria. E o momento em que o pesquisador retoma sua trajetoria investigativa
para refletir criticamente sobre os resultados obtidos, os limites do estudo e os possiveis
desdobramentos da pesquisa. Por essa razdo, espera-se que esse trecho de finalizacao revele
maturidade epistémica, clareza argumentativa e comprometimento com a producdo do
conhecimento.

Nesse contexto, o emprego da inteligéncia artificial generativa na elaboracdo da
conclusdo revelou posicionamentos contrastantes. Embora a assisténcia desse tipo de
ferramenta tenha sido admitida, mesmo com ressalvas, em diversas etapas da escrita académica,
houve maior recuo de sua presenga nesse momento especifico em teses e dissertacdes. A
depender de como ¢ utilizada, sua atua¢do pode ser compreendida como recurso legitimo ou
como ameaca a integridade do trabalho.

Nenhum dos sujeitos deste estudo defendeu que a conclusao pudesse ser
integralmente redigida por ferramentas de inteligéncia artificial. A partir das entrevistas, os
posicionamentos sobre a sua utilizagdo nesse trecho final dividem-se de forma equilibrada em
dois grupos, o que evidencia o carater controverso do debate. Essas percep¢des distintas estdo
organizadas em unidades de registro que captam os sentidos atribuidos ao uso de LLMs na

elaboracdo da conclusdo, conforme demonstrado no quadro a seguir:
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Quadro 11 — Percepcoes de pos-graduandos e docentes orientadores sobre a escrita da
conclusio da tese ou dissertacio com apoio de IA

Blocos Unidades de registro
interpretativos

Concordam com o uso | Organizadora de contetidos ¢ ideias ja produzidos [8]

de TA com ressalvas na |Presenca autoral, interagdo ativa, curadoria humana e maturidade
conclusao [12] epistémica. [9]

Nao concordam com o |Espago de autoria essencial e intransferivel [12]

l[llsg]de IA na conclusdo [prejuizo a formagdo do pesquisador [10]

Fonte: Elaborado pela autora com base no contetido das entrevistas — julho de 2024 a abril de 2025.

Na sequéncia, apresentamos as analises dos resultados encontrados que sustentam

cada uma dessas posigdes.

5.3.7.1 Presenca de IA na conclusdo como apoio técnico sob protagonismo humano

O primeiro bloco interpretativo retine metade dos integrantes dessa pesquisa (5
professores e 7 académicos) que aceitaram a presenga da inteligéncia artificial generativa na
elaboracdo da conclusdo, desde que sua utilizagdo esteja subordinada a critérios éticos e
epistémicos especificos. As falas desse grupo indicam que tais ferramentas inteligentes podem
atuar, por exemplo, como organizadora de ideias previamente escritas ou como apoio para
reestruturacao textual, mas ndo deve substituir a interveng¢ao critica e autoral do pesquisador.
Tal concordancia estd ancorada em duas unidades de registro: (1) Organizadora de contetidos e
ideias ja produzidos e (2) Presenca autoral, interacdo ativa, curadoria humana e maturidade
epistémica.

A primeira unidade de registro ¢ ilustrada, por exemplo, pela fala da doutoranda
Joana (2024) que relata ter utilizado o ChatGPT para estruturar esse trecho a partir de
fragmentos elaborados por ela mesma, destacando que a autoria do conteudo base era
integralmente sua. Para a académica, a legitimidade do uso estd condicionada a transparéncia
do processo e a revisdo critica da orientadora, com quem mantém uma relagdo de escrita
colaborativa: “/[...] 4 gente trabalha muito junto, o texto vai e volta, vai e volta, vai e volta varias
vezes. [...] vai ter um monte de implicacoes que ela vai olhar aquilo ali e vai falar, ndo, isso
aqui eu ndo gostei, isso aqui eu preciso mudar.” Sua posic¢ao evidencia a IA como um recurso
de apoio a organizacdo textual, inserido em um fluxo continuo de reescritas e validagdes no

processo de orientagao.
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Essa compreensdo da IA como apoio subordinado a mediagdo critica e humana
aproxima-se da noc¢do de apropriagdo instrumental critica proposta por Feenberg (2002, 2022),
segundo a qual a tecnologia s6 adquire valor formativo e emancipador quando colocada a
servico de finalidades definidas pelo sujeito. Ao mobilizar a IA como ferramenta de
estruturacdo textual sem abdicar do controle autoral e do acompanhamento da orientadora,
Joana exerce uma forma de agéncia que redefine o papel da técnica, aproximando-se de uma
racionalidade democratica.

Tal perspectiva ¢ reforcada pela professora Joelma (2024), sua orientadora, que
destaca a importancia da formacao critica para que o pesquisador compreenda os limites e
potencialidades da ferramenta. Para ela, “isso ndo quer dizer que ele nao possa usar essas
ferramentas, mas que a gente tem que criar mecanismos também [...] e isso vai passar pela
formagdo desses sujeitos.”

Tal visdo, ao reconhecer a IA como recurso legitimo desde que submetido a
curadoria humana, refor¢a a importancia de uma literacia digital critica (Kellner e Share, 2007,
R0j0,2008). Inspirada em Paulo Freire e formulada por Giroux (1997), essa concepg¢do
compreende a literacia como pratica de leitura do mundo e ndo apenas da palavra, voltada a
formagao de sujeitos criticos, capazes de problematizar os discursos mediados por tecnologias
e exercer responsabilidade sobre os sentidos que produzem.

Como alerta Santaella (2023a,c), a escrita mediada por algoritmos, quando
desprovida de interveng@o humana consciente, pode se tornar apenas simulagdo de linguagem,
esvaziada de experiéncia e subjetividade. Nesse sentido, os participantes reforcam que a
legitimidade da IA na conclusdo esta atrelada a atuagdo ativa do pesquisador, a supervisao da
orientagdo e a preservacao do sentido, da autoria e da densidade simbolica do texto.

Na segunda unidade de registro, observamos uma énfase na necessidade de
interagdo ativa com a ferramenta. Nesse caso, o pesquisador deve manter o controle sobre os
sentidos atribuidos ao texto e intervir constantemente no processo de escrita. A IA pode sugerir
reordenacdes, parafrases ou sinteses, mas a construcao do argumento e a definigdo do foco
devem permanecer sob dominio do autor humano.

A doutoranda Sabrina (2024) também adota essa perspectiva condicional, ao
considerar legitimo a adocao de sistemas baseados em IA generativa, como o ChatGPT, desde
que referenciado no texto de forma transparente. Ela acredita que sua orientadora exigiria a
explicitacdo do uso da ferramenta: “Ela ndo vai criticar ou condenar, mas ela vai querer que
tenha essa referéncia.” Para a pos-graduanda, tal pratica preserva a integridade do trabalho e

demonstra uma responsabilidade compartilhada.
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Contudo, sua orientadora, a professora Estela (2024), sustenta posi¢ao mais rigida.
Ao ser indagada sobre o que diria a um pos-graduando que a comunicasse ter usado uma
ferramenta de IA para redigir a conclusao do trabalho, respondeu: “/.../ a conclusdo é a unica
parte da sua dissertagdo ou tese que vocé precisa aparecer, que é o que vocé concluiu. Nesse
lugar, ndo cabe inteligéncia artificial. [...] eu ia dizer pra ele [...] volte e refaca.” Para ela, a
elaboracdo desse trecho demanda o exercicio integral da autonomia intelectual, sendo
incompativel com a delegagao a sistemas automatizados.

Esse contraste revela uma situacao representativa das tensdes que podem emergir
entre orientadores e orientandos quanto ao uso da A na escrita académica. A analise evidencia
ndo apenas interpretagdes divergentes sobre o papel da ferramenta, mas também os desafios
que surgem quando orientadores e orientandos ndo compartilham os mesmos critérios de
aceitabilidade. Ainda assim, a fala da orientadora mostra que tal discordancia nao inviabiliza o
didlogo, mas o estimula. Ao afirmar que “nds iamos ter uma conversa e ndo de desavenca”
(Estela, 2024), reforga a necessidade de didlogo e de alinhamento sobre os critérios de uso da
IA, ampliando a nogao de curadoria humana ndo s6 do texto, mas do processo formativo como
um todo.

As falas de Sabrina e Estela, embora partam de posi¢des distintas, convergem na
valorizacdo da responsabilidade ética e formativa do pesquisador na elaboracao da conclusio.
Enquanto a pds-graduanda defende a legitimidade da assisténcia da IA desde que explicitado
no texto, evidenciando uma ética da transparéncia, a docente sustenta que a conclusdo deve
expressar o posicionamento subjetivo do autor, recusando a delegacdo dessa etapa a sistemas
automatizados.

Em comum, ambas rejeitam a substitui¢do da agéncia humana por mecanismos de
geracdo textual e reafirmam o compromisso com uma autoria situada. Esse entendimento se
articula a no¢do de integridade académica e cientifica proposta por Mainardes (2024), que
desloca o foco de uma perspectiva meramente punitiva para uma €tica da autoria baseada em
responsabilidade epistémica, curadoria ativa e formacao intelectual continua.

A professora Luiza (2025) desloca o debate para a intencionalidade do uso. Ela
afirma ndo ver problema no emprego de recursos computacionais de auxilio a escrita na
conclusdo, desde que o conteudo reflita a producdo do pesquisador e sua atuagdo critica no
processo: “/[...] a questdo é como é que ele interage com a maquina para a mdquina fazer o
que ele quer”. Em sua avaliagdo, quando o uso se reduz a um atalho para “se livrar do trabalho”,
os resultados tendem a ser apenas medianos. Por isso, questiona: “O que as pessoas estdo

querendo com o uso de IA? Elas estdo querendo so se livrar de um trabalho e esta ok ou elas
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estdo querendo fazer uma coisa que é além do que elas proprias fariam?”. Sua fala evidencia
que a legitimidade da ferramenta depende nao apenas da técnica, mas do engajamento reflexivo
e da ética do esforgo, reafirmando a centralidade da agéncia humana prevista nesta segunda
unidade de registro.

Tal perspectiva encontra ressonancia nas discussdes contemporineas sobre o
“plagio inteligente” (Munoz-Cantero, 2023) e o “p6s-plagio” (Eaton, 2023), que alertam para
praticas em que a autoria ¢ apenas simulada, mascarando a origem algoritmica do texto e
fragilizando a legitimidade do processo de produgdo do conhecimento.

Em conjunto, essas trés falas reafirmam que a presenca da [A na conclusdo, quando
admitida, deve estar subordinada a critérios que assegurem a autoria como pratica ética,
epistémica e situada. A integridade académica e cientifica, nos termos propostos por Mainardes
(2023a,b), exige mais do que negar o plagio classico: convoca o pesquisador a assumir um
posicionamento intencional e responsavel diante das mediagdes tecnologicas que atravessam a
escrita académica, sobretudo em momentos do texto que sintetizam o percurso formativo ¢ as
escolhas epistemologicas do trabalho. Nesse horizonte, a integridade ndo se reduz a
responsabilidade individual, mas deve ser compreendida também como compromisso
institucional, sustentado por diretrizes claras, agdes formativas e praticas de orientagdo que
fomentem o dialogo critico sobre o uso ético da IA na P6s-Graduagao.

Em contraposi¢do a essa aceitacdo condicionada, os outros 12 participantes
rejeitaram qualquer forma de intervencdo da IA na redagdo da conclusdo. Para esse grupo, esse
trecho final constitui um espago inegocidvel de autoria intelectual, cuja elaboragdo exige
envolvimento reflexivo e autonomia ética, por refletir o percurso investigativo e as escolhas

epistemologicas do estudo.

5.3.7.2 Conclusao sem IA: defesa de um territorio exclusivo da agéncia humana

Para o grupo daqueles que ndo concordam com o uso da IA na etapa final do
trabalho (7 professores e 5 académicos), a conclusao ndo ¢ apenas um resumo técnico do que
foi realizado, mas um momento singular de afirmacao subjetiva e epistémica, em que o sujeito
que pesquisa se apresenta com suas escolhas, aprendizagens e interpretacdes. Tal discordancia
estd ancorada em duas unidades de registro: (1) Espaco de autoria essencial e intransferivel e
(2) Prejuizo a formacgdo do pesquisador

A fala da professora Lucia (2025) ilustra com profundidade a perspectiva da

primeira unidade de registro, ao afirmar que a conclusao ultrapassa a fun¢@o de sintese e assume
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o papel de espaco de posicionamento humano: “As consideragoes finais sdo a parte linda do
trabalho, que exatamente é o lugar do humano.” Ao recorrer & memoria de sua propria
experiéncia no doutorado, a docente reforca que esse momento da escrita académica carrega
tragos formativos, éticos e afetivos, que nao podem ser automatizados sem perda de sentido.
Ainda que reconheca que a ferramenta digital possa colaborar com sinteses iniciais ou globais,
ela ¢ enfatica ao afirmar que ndo se pode “recortar e colar” um texto gerado artificialmente
sem que o pesquisador se coloque, reflita e reelabore com base na propria trajetédria
investigativa.

A segunda unidade de registro, prejuizo a formacao do pesquisador, retine falas que
associam o emprego da IA na conclusdo ao enfraquecimento da experiéncia reflexiva e ao
esvaziamento do exercicio autoral. Essa recusa ao uso integral de tecnologias automatizadas
nesse trecho aparece com diferentes matizes nas falas de outros participantes deste bloco. Para
a mestranda Rosa, por exemplo, delegar a IA a elaboragdo da conclusdo comprometeria a
legitimidade da titulagdo académica, chegando a afirmar que, se ndo for capaz de redigir esse
trecho com suas proprias palavras, “/...] ndo merece o titulo.” Ja a professora Carla (2024)
interpreta a ado¢do da IA na etapa da conclusdo como sinal de inseguranca e auséncia de
autocritica, defendendo que o estudante deve “/...J confiar mais no trabalho que produziu” e
assumir uma postura mais autoral.

Embora cada depoimento enfatize dimensdes distintas, sejam elas éticas,
pedagdgicas, formativas ou afetivas, todos convergem na rejeicdo a substituicdo da autoria
humana por ferramentas automatizadas em uma etapa do texto considerada central para a
formacgao e validagao do percurso do pesquisador na pos-graduacao em Educagdo. Essa rejei¢ao
ao uso parcial ou integral da IA generativa reafirma um modelo de autoria ancorado na
singularidade e na presenga subjetiva do pesquisador, historicamente construido, como analisa
Chartier (1990, 2002), a partir de praticas sociais e dispositivos institucionais que associaram a
legitimidade do texto a figura de um autor individual, identificvel e responsavel.

No entanto, esse conceito ndo ¢ estatico. Chartier demonstra que a autoria se
transformou ao longo do tempo, especialmente nas transi¢des da oralidade para a escrita e do
manuscrito para a impressdo. A emergéncia de tecnologias de geracdo automatica de
linguagem, como o ChatGPT, reabre o debate sobre seus contornos, desafiando a rigidez de
seus limites e indicando a possibilidade de novos arranjos entre criagdo, colaboracido e
assisténcia técnica.

Ampliando a perspectiva dos demais participantes deste bloco interpretativo, que

se concentram na autoria e na qualidade da formagao, a mestranda Monica (2025) introduz
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preocupacdes especificas sobre privacidade de dados e transparéncia algoritmica. Ela manifesta
receio de inserir informacdes de sua pesquisa em plataformas de IA e que esses dados sejam
compartilhados sem consentimento, afirmando: ““/...] a gente ndo tem respaldo nenhum de que,
de fato, ndo vai ser compartilhado”. Além disso, questiona a procedéncia dos conteudos
gerados por sistemas baseados em LLMSs, levantando a possibilidade de que se valham de
produgdes intelectuais sem a devida atribuigdo: “/...] talvez esse lugar possa ser de
pesquisadores, ndo sei [...] de alguma construgdo intelectual de outras pessoas.” Sua fala
evidencia os riscos ligados a opacidade algoritmica e ao uso nao consentido de dados, aspectos
pouco abordados por docentes orientadores e pds-graduandos neste estudo.

As analises desta subcategoria revelam que a conclusdo constitui um dos espagos
mais protegidos da autoria académica, sendo marcada por tensdes significativas entre os
participantes. Mesmo entre os que admitem o emprego da IA em outras etapas do texto, ha
rejeicdo quanto a sua presenga nesse trecho final, considerado expressao intransferivel do
percurso reflexivo do pesquisador. Por outro lado, alguns respondentes identificados na
categoria resisténcia do primeiro eixo de analise desta tese demonstraram abertura para um uso
condicionado nessa etapa, desde que respeitados critérios €ticos, formativos e de autoria.

Esse entrecruzamento de posi¢des evidencia que o debate ndo se da apenas entre
blocos opostos, mas também no interior de cada perspectiva, tornando visivel a natureza
controversa e ainda em construcao dessa discussdo. Tais divergéncias reforgcam a urgéncia de
que as instituigdes, tanto em nivel micro (grupos de pesquisa, Programas de P6s-Graduacao)
quanto macro (universidades, agéncias de fomento, Orgdos reguladores, agéncias
governamentais), promovam espacos de formagao, escuta e deliberacao sobre a aplicagdo €tica

e responsavel da inteligéncia artificial generativa na produgao cientifica.

5.4 Eixo 3 - O texto artesanal e o texto hibrido e seus prestigios diferenciados na producio

do conhecimento em Educacio

Se a pessoa achar que ndo precisa acessar o
conhecimento porque tem a [A [..], ai ndés vamos
comegar a regredir. [..] vamos separar a pessoa
qualificada pela interagdo com a IA da pessoa
prejudicada pela interacdo com o IA.

Professora Luiza (2025)

Este eixo tem como objetivo compreender os sentidos atribuidos as teses e
dissertacdes produzidas sem intervengdo da inteligéncia artificial generativa (texto artesanal)

em comparagdo ao texto elaborado com assisténcia da IA (texto hibrido). O foco recai sobre
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como essas diferentes formas de escrita sdo percebidas em termos de prestigio académico e
legitimidade no campo da Educacao.

A distingdo entre esses dois tipos de textos emerge como ponto de tensdo em
disputas simbdlicas que envolvem autoria, mérito intelectual e o papel da tecnologia no
processo formativo. Tais disputas sdo atravessadas por posicionamentos ético-politicos,
epist€émicos e formativos, bem como pelas experiéncias concretas de pesquisadores e
orientadores com a IA, que influenciam diretamente as interpretagdes e hierarquias
estabelecidas nesse campo.

Conforme discutido no item 2.2, conforme (Lopes; Forgas; Cerda-Navarro, 2024),
o texto artesanal ¢ compreendido como aquele elaborado integralmente pelo pesquisador
humano, associado ao esfor¢o formativo, a autoria plena e a expressao subjetiva. Ja o texto
hibrido, portanto, ndo anula a autoria, mas desloca seu sentido para a capacidade do sujeito de
integrar criticamente a mediacdo tecnoldgica em articulagdo com a mediagdo humana, seja de
orientadores, pares ou grupos de pesquisa, em seu processo formativo e investigativo.

Com base nas percepcdes dos participantes, suas respostas foram organizadas em
uma categoria central, denominada prestigio. Subdividida em duas subcategorias: a primeira a
reine os que atribuem maior prestigio ao texto artesanal (9 participantes, sendo 4 professores e
5 académicos); a segunda, os que consideram o prestigio condicionado a fatores como
responsabilidade autoral, dominio da ferramenta e contexto avaliativo (15 participantes, sendo

8 professores e 7 académicos), conforme Grafico 4:

Grafico 4: Prestigio do texto artesanal x texto hibrido: visdes de docentes orientadores e
pos-graduandos

10
Grupo

N Pés-graduandos

B Docentes orientadores

Numero de Participantes

Texto artesanal mais prestigiado Condicionalidade de prestigio

Fonte: Fonte: Elaborado pela autora com base no contetido das entrevistas — julho de 2024 a abril de 2025.
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Essa organizacdo, embora baseada no nimero de participantes (Quadro 1), ndo deve
ser interpretada como uma classificagdo rigida. O objetivo da categorizagao ¢ refletir sentidos
predominantes nas falas, reconhecendo nuances e ambivaléncias que evidenciam formas
diversas de apropriagdo da escrita académica, em constante negociagdo entre tradicdo e
inovagdo tecnoldgica. Os nimeros tém carater apenas ilustrativo: nas unidades de registro, a
frequéncia indica quantos entrevistados mencionaram direta ou indiretamente cada argumento,
sendo registrada apenas uma ocorréncia por participante, independentemente do numero de

vezes em que o ponto foi citado.

Quadro 12: Percepcdes sobre a hierarquia de prestigio entre o texto artesanal e o texto

hibrido®’
Subcategorias Unidades de registro
. - Escrita artesanal como espelhamento do sujeito, do
Maior prestigio do texto _ processo formativo e da autoria [9]
artesanal sobre o texto hibrido - v -
[9] Reconhecimento do esfor¢o cognitivo e emocional [4]
Conservadorismo e apego as tradi¢des académicas [2]
Condicionalidade de prestigio Curadoria ativa, conteudo e autoria [15]
Filtr]e textos artesanal e hibrido  [pepende de quem avalia [5]
5

Fonte: Elaborado pela autora com base no contetido das entrevistas — julho de 2024 a abril de 2025.

As analises que seguem detalham os argumentos centrais mobilizados por cada
grupo, respeitando suas particularidades e justificativas. Iniciaremos com os participantes que
atribuem maior prestigio ao texto sem apoio de sistemas de IA, cuja valorizacdo esta atrelada a
concepgdes mais tradicionais de autoria, esforco individual e autenticidade na produgdo do

conhecimento.

5.4.1 Percepc¢ido dos participantes que atribuem maior prestigio ao texto artesanal em

comparacio ao texto hibrido

Os nove participantes que integram a subcategoria maior prestigio do texto
artesanal sobre o texto hibrido manifestaram claramente a percep¢do de que a dissertacdo ou

tese escrita integralmente pelo pesquisador, sem intervencdo de sistemas de inteligéncia

39 Os nlimeros nas subcategorias indicam a quantidade de participantes que o compdem, ja nas unidades de registro,
a frequéncia de ocorréncia corresponde ao numero de participantes que mencionaram direta ou indiretamente cada
argumento no corpus analisado, sendo registrada uma unica vez por participante, independentemente da
quantidade de mengoes.
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artificial generativa, tem maior prestigio do que textos elaborados com assisténcia de sistemas
digitais em larga escala. As justificativas apresentadas por esse grupo se ancoram em trés
unidades de registro: (1) a escrita artesanal como espelhamento do sujeito, do processo
formativo e da autoria; (2) o reconhecimento do esfor¢o cognitivo € emocional envolvido; e (3)
0 apego a tradi¢des académicas que privilegiam a produ¢ao como indicador de mérito.

A primeira unidade, mais recorrente, associa a escrita artesanal a expressao
subjetiva e ao reflexo da trajetoria formativa do pesquisador. Escrever sem apoio algoritmico ¢
visto nao apenas como uma escolha metodologica, mas como experiéncia constitutiva do autor.
A doutoranda Paula (2024) defende que “o texto artesanal é o espelho da construgdo do
pesquisador”, enquanto a professora Liicia complementa que a dissertacdo ou tese “¢ a pessoa
por trds do texto”. Ambas associam o prestigio a imersdo subjetiva e a trajetéria formativa
refletida no processo de produgdo do conhecimento.

O segundo sentido destacado nas falas é a valorizagdo do esforco intelectual,
emocional e temporal exigido por uma escrita feita sem suporte de IA. Os mestrandos Débora
(2025) e Paulo (2024) enfatizam o mérito da dedicacdo integral e o enfrentamento solitario dos
desafios da escrita académica. Para eles, o trabalho elaborado integralmente pelo pesquisador
simboliza ndo apenas competéncia, mas também resisténcia, disciplina e entrega, atributos
tradicionalmente valorizados no campo cientifico.

Embora menos frequente, uma terceira justificativa remete a valorizagdo das
tradi¢cdes académicas, onde o texto artesanal ainda ocupa lugar de prestigio simbolico. A
professora Lucia (2025) reconhece que seu posicionamento pode parecer conservador, mas
argumenta que o trabalho feito pelo pesquisador sem apoio tecnologico ¢ mais valioso por
refletir todo o percurso formativo. A docente Flavia (2024), por sua vez, v€ no texto artesanal
uma forma mais legitima de expressao do pensamento cientifico, associando a presenga da [A
a uma espécie de atalho que enfraqueceria a densidade da produgao.

E importante destacar que, mesmo entre os participantes que atribuem maior
prestigio ao texto artesanal, isso nao significa rejeicao absoluta ao uso de tecnologias na escrita
académica. Muitos reconhecem a utilidade da inteligéncia artificial como ferramenta auxiliar,
sobretudo em tarefas mecanicas ou de apoio a clareza textual. Contudo, ao diferenciarem entre
o valor funcional da inteligéncia artificial e o prestigio simbdlico do texto produzido sem seu
auxilio, evidenciam uma tensao conceitual presente no campo académico.

J& o valor associa-se a eficécia, acessibilidade e produtividade proporcionadas pelas
ferramentas digitais, o prestigio, para esse grupo, ancora-se em critérios classicos de autoria:

esforco individual, densidade intelectual e autenticidade do processo formativo. Essa
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valorizacdo encontra respaldo em Steneck (2006), ao afirmar que a autoria cientifica se
fundamenta na responsabilidade intelectual, na rastreabilidade do pensamento e na integridade
do conhecimento produzido.

Assim, ainda que a escrita hibrida seja admitida em determinados contextos, o texto
artesanal permanece como marcador simbodlico de exceléncia académica, por expressar com
maior nitidez o protagonismo do pesquisador e sua trajetdria intelectual. No imaginario de parte
da comunidade académica, o reconhecimento mais elevado continua recaindo sobre formas de

producao que evidenciem, de maneira clara, a autoria humana e o engajamento formativo direto.

5.4.2 Prestigio condicionado a autoria, repertorio tedrico, curadoria e contexto avaliativo

Os 15 participantes desta subcategoria representam uma parcela expressiva da
amostra investigada. Suas respostas revelam que o reconhecimento de uma dissertagdo ou tese
ndo estd necessariamente atrelado a forma de producao textual, mas condicionado a fatores
como a conduta do pesquisador e o contexto avaliativo em que o trabalho ¢ julgado.

Para esse grupo, o uso da inteligéncia artificial generativa ndo inviabiliza o prestigio
académico de um texto, desde que a tecnologia seja mobilizada com criticidade, sob
responsabilidade intelectual do autor, e integrada a um processo formativo consistente. Essas
percepcdes foram agrupadas em duas unidades de registro, que orientaram a andlise a seguir:
(1) curadoria ativa, conteudo e autoria e (2) depende de quem avalia.

Um dos participantes fez uma critica direta a resisténcia a inovagdo tecnoldgica, ao
afirmar que o texto artesanal “teria maior prestigio so se fosse no tempo das cavernas, no tempo
do pergaminho. [...] caso contrario, para mim é uma resisténcia ingloria, injusta,
desnecessaria” (Doutorando Pedro, 2024). Para ele, esse tipo de valorizacdo estd preso a um
imaginario arcaico e ultrapassado. Sua fala confronta o saudosismo presente em parte da
tradicdo académica, ironizando a ideia de que a auséncia de tecnologias tornaria o texto mais
legitimo.

Essa posi¢ao marca um deslocamento na argumentagado: os entrevistados sustentam
que o prestigio académico deve ser avaliado a partir de critérios formativos e epistémicos, € nao
por idealizagdes sobre a origem da escrita. A primeira unidade de registro reine aqueles que
entendem que o reconhecimento de uma dissertacio ou tese depende, sobretudo, da
responsabilidade epistémica do pesquisador, da qualidade do contetdo e da autoria efetiva do
trabalho, independentemente do suporte utilizado.

A professora Silvia (2025) sintetiza essa visao ao destacar:
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Eu acho que o prestigio ndo vai depender do uso da inteligéncia artificial ou ndo. O
prestigio vai depender da questao da inovacao, da teoria que ¢ otimizada, do impacto
da articulacdo de ideias, do alinhamento tedrico-metodologico, da profundidade da
articulac@o de conceitos e da analise de dados que foi feita.

Essa posicao desloca o debate sobre a utilizacao da IA generativa para os critérios
epistémicos e formativos da producao académica, refor¢cando que o valor da pesquisa se mede
por sua solidez tedrica e argumentativa, e ndo pelo grau de intervencdo tecnoldgica.

A mestranda Rosa 2024) compartilha dessa compreensdao ao afirmar que a
qualidade do conteudo ¢ o que realmente importa: “Eu acho que [...] todo processo de escrita,
a gente vai ter que recorrer a alguma coisa. [...] Entdo, nesse processo de escrita, eu acho que
ndo tem um melhor que o outro, ndo.” Para ela, tanto textos artesanais quanto hibridos podem
recorrer a fontes externas, humanas, técnicas ou digitais, sendo o diferencial a capacidade do
pesquisador em transformar essas contribui¢cdes em pensamento critico e produgdo original.

Esse entendimento se aproxima do que denominam de apropriagdo critica dos
discursos no ambiente digital, uma pratica que exige posicionamento reflexivo diante das
mediagdes tecnoldgicas. Trata-se de colocar em pratica o exercicio da literacia digital critica,
proposto por Kellner e Share (2007), Rojo (2008) e Oliveira e Giacomazzo (2017), tornando
possivel uma interacdo formativa e epistemologicamente consciente com dispositivos que
fazem uso de ferramentas de escrita baseada em IA. Nessa perspectiva, a IA pode ser
incorporada como instrumento de ampliagao interpretativa, desde que o pesquisador atue como
curador ativo dos sentidos produzidos.

Essa perspectiva também foi compartilhada por participantes que concebem a
inteligéncia artificial generativa como recurso auxiliar. Para eles, seu uso ndo compromete a
legitimidade do trabalho, desde que o pesquisador mantenha uma postura critica, demonstre
discernimento e exerca dominio sobre o processo de escrita. A docente Luiza (2025)

exemplifica essa perspectiva ao observar:

Eu cheguei a conclusdo recente de que quem ja sabe fazer € muito beneficiado pela
interacdo. Quem ndo sabe fazer sem a maquina, o uso dela pode prejudicar, do meu
ponto de vista. [...] porque se a pessoa sabe, se ela tem uma habilidade, uma
competéncia, ela consegue ir conduzindo a maquina para fazer o que ela quer. Entdo,
ela vai direcionando a uma produgao que ela sabe exatamente o que € e o que ela quer
e onde ela quer chegar.

Sua fala evidencia que a tecnologia ndo substitui a competéncia autoral, mas pode
ser potencializada por ela. O uso da IA torna-se produtivo quando ha clareza conceitual,

dominio epistemoldgico e consciéncia critica sobre o processo de escrita. Essa leitura aproxima-
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se da nocao de curadoria ativa (Sampaio; Sabbatini; Limongi, 2024; Santos; Santaella, 2023),
segundo a qual o pesquisador assume o papel de garantir fidedignidade e coeréncia ao texto,
mesmo em um ambiente de escrita compartilhada com sistemas generativos.

Nessa perspectiva, a inteligéncia artificial ¢ vista como recurso que amplia a
producdo textual, mas cuja eficacia depende do protagonismo humano. Ela ndo elimina a
autoria, e sim exige novas formas de literacia digital critica e de curadoria intelectual sobre os
sentidos gerados. O prestigio, portanto, ndo se define pela presenca ou auséncia da tecnologia,
mas pela capacidade do pesquisador de formular perguntas, conduzir a interagdo e reelaborar
criticamente os conteudos produzidos.

Essas contribui¢cdes mostram que, para esse grupo, a legitimidade do texto hibrido
esté atrelada a competéncia critica do autor humano. Em vez de atribuir prestigio ao texto por
sua forma de producao, esses participantes deslocam o critério de valor para a responsabilidade
epistémica do pesquisador. Tal entendimento aproxima-se das proposi¢des de Chartier (2017)
e do New London Group (2000), que defendem que a autoria deixa de ser uma esséncia
individual e passa a ser entendida como um ato situado, mediado por multiplas linguagens e
suportes. Em vez de valorizar a origem da escrita, reconhece-se a competéncia do autor em
manejar recursos diversos, reafirmando sua agéncia intelectual em contextos hibridos de
producao.

A ultima unidade de registro desta subcategoria confirma que a percepgao de
prestigio académico ndo € estanque, mas atravessada por fatores contextuais e subjetivos
relacionados a quem realiza a avaliacdo. Para esse grupo de entrevistados, o reconhecimento
social de uma dissertacdo ou tese, seja ela artesanal ou hibrida, depende da concepgdo de
ciéncia, de tecnologia e de autoria assumida pelos avaliadores.

O professor Frederico (2024) sintetiza esse argumento ao afirmar que “depende de
quem avalia a tese ou disserta¢do e da concepgdo que a pessoa tem de [A”. Para ele, ndo se trata
de uma diferenca intrinseca entre os textos, mas sim do olhar daquele que julga, o que pode
favorecer ou penalizar a presenca desses mecanismos generativos dependendo de suas crengas
ou resisténcias pessoais.

A professora Luiza (2025) faz um alerta sobre a contradi¢do presente no cenario
académico atual: embora a aplicagcdo da IA esteja se expandindo, sua presenca explicita ainda
gera reagdes negativas. Para ela, o prestigio de uma tese ou dissertacao “ndo vai depender do
uso da inteligéncia artificial ou ndo |[...], vai depender da qualidade”. No entanto, observa que
o julgamento da produgdo académica ainda esta sujeito a vieses e alucinagdes, de modo que a

legitimidade do texto hibrido passa a exigir estratégias de camuflagem.
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Em suas palavras: “hoje, parece contraditorio, mas o sujeito tem que escrever e
camuflar a presenca da 14 na escrita”. Ela acrescenta que certos tragos estilisticos comuns em
producdes automatizadas sao facilmente identificaveis e prejudicam a receptividade do trabalho
académico: “/...] tem que ter o sujeito ali, entdo eu acho que a cara de texto de 1A, com aquelas
estruturas sintdticas padrdo, aquela mania de resumir no final, algumas palavras: crucial,
essencial, que o pessoal ja bate o olho, [...] diminui o prestigio”.

Sua fala explicita que a percepgao de prestigio continua sendo regulada pelo olhar
avaliativo, sustentado por normas simbolicas que favorecem a aparéncia da autoria humana.

Essa percepcdo de que o reconhecimento académico ainda se ancora em uma
estética da escrita tradicional, embora em processo de transformacao, ¢ também partilhada por
alguns académicos. Eles apontam que o uso de recursos automatizados de escrita tende a ser
cada vez mais disseminado e naturalizado, mas que, enquanto isso ndo ocorre plenamente, as
avaliagdes seguem marcadas por julgamentos subjetivos e valores simbolicos historicamente
construidos.

A mestranda Priscila (2025) revela a ambivaléncia presente na avaliagao do
prestigio académico ao afirmar: “Quem sou eu para falar de prestigio?”. Apesar de se
reconhecer usudria da tecnologia, ela expressa admira¢do por quem conclui uma pesquisa sem
esse recurso, embora considere esse cendrio cada vez mais raro. Para ela, o reconhecimento do
valor atribuido a uma dissertacdo ou tese depende muito mais de quem a avalia, com seus
repertorios, crencgas e resisténcias, do que do modo como o texto foi composto.

Esse conjunto de depoimentos revela que o prestigio académico, longe de constituir
uma qualidade objetiva e estdvel, ¢ atravessado por disputas simbolicas e interpretacdes
situadas. O emprego de sistemas de geracao algoritmica de contetido na escrita de dissertacdes
e teses ainda suscita resisténcias e ambiguidades, mas tende a ser normalizado a medida que os
proprios critérios avaliativos forem revistos e adaptados aos novos contextos de producdo do

conhecimento.

5.4.3 Tensionamentos entre a admissibilidade da IA e os critérios simbdlicos de prestigio

Esse conjunto de anélises revela que, tanto entre os participantes que admitem a
adogdo da inteligéncia artificial generativa na escrita académica quanto entre aqueles que
resistem ao seu uso, persistem disputas simbdlicas sobre o que confere maior ou menor prestigio
a uma tese ou dissertacdo. Ao triangular os dados desse Eixo com o Eixo 1 dessa tese alguns

tensionamentos ficaram evidentes. A pergunta feita aos entrevistados partia da hipdtese de que
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o texto artesanal poderia ser percebido como detentor de maior prestigio, e as respostas
revelaram diferentes critérios para essa valoriza¢do, nem sempre ligados a forma de producao
textual, mas a autoria, a qualidade do contetido, ao repertério tedérico mobilizado e ao contexto
avaliativo.

A principio, supunhamos que a preferéncia pelo texto sem auxilio tecnologico se
manifestaria sobretudo entre os participantes contrarios a assisténcia da IA. Contudo, essa
tendéncia nao se mostrou homogénea nem exclusiva aos que expressaram oposi¢ao explicita.
Alguns docentes, como Frederico (2024) e Helena (2025), relativizaram essa hierarquia, ao
defenderem que o prestigio académico depende de fatores como densidade tedrica, consisténcia
metodoldgica e clareza argumentativa, e ndo apenas da presenga ou auséncia de tecnologia.

De modo semelhante, entre os participantes enquadrados na categoria da
admissibilidade condicionada, que demonstraram maior abertura a presenga de modelos de
linguagem de larga escala na produgdo académica, também surgiram percepcdes que atribuem
mais valor ao processo manual de elaboragdo textual. Foi o caso da professora Laura (2025),
para quem o reconhecimento estaria ligado ao percurso autoral e artesanal de construcdo do
conhecimento, ainda que isso possa implicar menor diversidade tedrica: “Eu acho que teria
mais valor pelo processo de constru¢do do conhecimento, porque é mais autoral [...]”.

Quanto a mestranda Monica (2025), embora reconhega que o uso da IA nao anula
a contribui¢do do autor, atribui maior mérito ao esfor¢o individual de quem escreve sozinho:
“O artesanal, na minha opinido, tem mais valor, sim [...] ”. As duas falas reforcam a associacao
do prestigio a dedicag@o subjetiva e a autoria percebida como individual, mesmo sem negar
completamente a legitimidade de produgdes apoiadas por IA.

Essas nuances revelam uma ambivaléncia entre as praticas que se “normalizam” no
cotidiano da Pos-Graduagdo e os simbolos que ainda sustentam o mérito académico. A
aceitagdo pragmatica do texto hibrido ndo elimina os vestigios normativos que atribuem maior
valor ao modelo tradicional de autoria. O Eixo 3, portanto, explicita que a Pds-Graduagao
Stricto Sensu em Educagao, tanto na UNIO1 como na UNIO2, vive um momento de transi¢ao:
por um lado, os chatbots conversacionais ja se incorporam crescentemente as praticas de escrita;
por outro, ainda enfrentam barreiras no campo do reconhecimento simbdlico e da legitimagao
institucional.

Essa ambivaléncia entre adesdo pratica e resisténcia simbolica remete a epigrafe da
professora Luiza (2025), que abre esta secdo. Ao alertar para os riscos de se delegar a
inteligéncia artificial o acesso ao conhecimento, a docente resume um dilema central desta

\

pesquisa: o prestigio do texto académico parece menos ligado a presenca da IA e mais a
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qualidade da interacdo entre pesquisador e tecnologia. Sua adverténcia reforca que a exceléncia

cientifica continua ancorada na autoria reflexiva e no dominio epistémico do sujeito.

5.5 Sintese das percepcdes de docentes e pos-graduandos quanto aos riscos, medidas,

barreiras e beneficios sobre o uso da IA generativa em teses e dissertacoes

Este item apresenta uma sintese integrada dos sentidos produzidos nas entrevistas,
a luz da pergunta central desta pesquisa: quais as percep¢oes de mestrandos, doutorandos e
orientadores de dois Programas de Pos-Graduagdo Stricto Sensu em Educagdo sobre a
apropriagdo da IA generativa no processo e no produto de textos hibridos em projetos de
pesquisa, teses e dissertagcoes e por que dizem o que dizem.

Destacamos quatro dimensdes que se evidenciaram de forma recorrente nas analises
deste capitulo: riscos, medidas, barreiras e beneficios. Elas foram discutidas transversalmente
nos trés eixos interpretativos da pesquisa: as apropriagdes da IA na elaboragdo dos projetos de
pesquisa (Eixo 1), os diferentes contextos da producdo textual e os limites da delegacdo a A
(Eixo 2), e as disputas de prestigio entre o texto artesanal e o texto hibrido na Pos-Graduagao
(Eixo 3). Embora nao tenham sido organizadas como categorias autonomas, essas dimensdes
foram incorporadas as andlises a partir das falas dos participantes, evidenciando sentidos
recorrentes € interconectados. A sistematizacdo que se segue tem, portanto, carater
interpretativo e integrador, com o objetivo de condensar os principais sentidos atribuidos a
presenca da IA generativa na escrita cientifica no &mbito da P6s-Graduagao.

Essa sistematizagdo interpretativa ¢ organizada no Quadro 13, que reune as
principais percepgdes de docentes e pos-graduandos quanto aos riscos, medidas, barreiras e

beneficios associados ao uso da [A generativa em teses e dissertagdes.
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Quadro 13: Percepcoes de docentes e discentes sobre o uso da IA generativa em teses e

dissertacdes: riscos, medidas, barreiras e beneficios

Dimensao

Sintese das percepcdes dos participantes

Riscos

Plagio inteligente e comprometimento da integridade cientifica.
Supressao da autoria e empobrecimento da elaboragao textual.
Alucinagdes algoritmicas e imprecisao conceitual.

Colonialismo de dados e apagamento da diversidade epistémica.
Fragilizagao da formagao epistémica de pesquisadores em formacao.
Duvidas quanto a confiabilidade dos dados processados com IA.
Dependéncia excessiva da IA na mediacao da escrita cientifica.
Inibi¢ao do pensamento criativo e da elaboragdo autoral.

Medidas

Protocolos institucionais para uso ético da IA na Po6s-Graduagao.

Inser¢do curricular da IA com foco em formagao critica e curadoria ativa, para
docentes e discentes.

Formacao docente técnico-epistémica para uso critico da IA.

Reconfiguracdo da orientagdo com mediagdo critica e acompanhamento ético.
Declaracao formal de uso da IA para garantia de transparéncia.

Estimulo a autorreflex@o e julgamento ético no processo autoral.

Estimulo a autoria e ao debate critico nos grupos de pesquisa e estudo.
Comissdes institucionais para debate e construcao de diretrizes.

Barreiras

Desigualdade de acesso e letramento digital critico.
Estigma e desconfianga sobre a autoria de textos hibridos.
Falta de formagao técnica e epistémica para o uso de ferramentas generativas

Falta de preparo dos orientadores para mediagao critica do uso da IA na escrita
de textos hibridos

Auséncia de normativas institucionais para o uso de IA Generativa
Inseguranca diante de detectores automaticos e riscos de falsos positivos.

Beneficios

Apoio a escrita em momentos de bloqueio ou reestruturacdo textual.
Aprimoramento linguistico com foco em clareza e coesdo textual.
Organizag¢do de ideias e estruturagdo argumentativa.

Inclusdo de estudantes com dificuldades na escrita académica.

Agilidade em tarefas técnicas e operacionais.

Ampliagdo do acesso a producdo cientifica com apoio de mediagdo critica.

Fonte: Elaborado pela autora com base no contetido das entrevistas — julho de 2024 a novembro de 2025.

Este item contempla ainda um aspecto fundamental da andlise qualitativa: os

siléncios discursivos. Mais do que auséncia de fala, os siléncios dizem respeito a ndo mengao a

determinados temas, o que também constitui dado relevante no processo de interpretagao. Como

observa Bardin (2011, p. 93), “o siléncio pode ser tdo significativo quanto a palavra dita”,
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especialmente quando reflete desconhecimento, recorte tematico limitado ou invisibilizagdo
social.

No corpus desta pesquisa, destacam-se auséncias significativas nas falas dos
participantes, como a auséncia de qualquer mengao a prote¢ao de dados, ao papel das big techs
ou as implicacdes ambientais da IA. A énfase dominante recaiu sobre preocupagdes com autoria
e originalidade da escrita, o que evidencia que outras dimensdes ético-juridicas e sociotécnicas
ainda ndo compdem o horizonte de preocupagdes formativas na Pos-Graduagdo. Tais siléncios,
portanto, nao sdo neutros: sinalizam limites do repertorio vigente e reforcam a urgéncia de
ampliacao critica desse debate.

O quadro a seguir apresenta os principais temas que ndo emergiram nas falas dos

participantes, apesar de sua relevancia para a compreensao critica e contextual a utilizagao de

modelos de linguagem baseados em IA generativa na elaboragdo de teses e dissertacdes.

Quadro 14 — Temas ausentes nas falas dos participantes: os siléncios que também

comunicam

Temas nao mencionados

Observacoes interpretativas

Modelos de linguagem e dados de
treinamento das [As

Nenhum participante demonstrou conhecimento ou
problematizou como se dao os conjuntos de dados com
os quais os modelos (como GPT-4, Bard, Claude) foram
treinados.

Impactos ambientais e energéticos
da IA

Pouca mencao aos efeitos ecoldgicos da IA, como
consumo energético e custos ambientais do treinamento
de modelos.

Responsabilidade das plataformas
e das big techs

Nao houve mencdes ao papel ético, politico ou juridico
das empresas que desenvolvem as ferramentas de IA,
tampouco foram feitas criticas a l6gica de mercado que
orienta sua operagao e difusdo.

Acessibilidade e inclusdo para
pessoas com deficiéncia

A potencialidade da IA para ampliar o acesso de pessoas
com deficiéncia (visual, auditiva, dislexia etc.) a leitura
e escrita académica foi praticamente invisibilizada, com
apenas uma mengao isolada.

Direitos autorais e propriedade
intelectual

Embora o termo ‘“autoria” tenha sido amplamente
debatido, ndo se observou aprofundamento sobre a
dimensao legal dos direitos autorais e da propriedade
intelectual na produg¢do assistida por IA.

Interseccdes de raca, classe e
género

Com exce¢do de uma mengao pontual a desigualdade de
acesso, as interseccionalidades estruturais de raca,
classe, género e territorio ndo foram articuladas ao
debate sobre IA na Pos-Graduagao.

Legislacdo nacional ou
internacional sobre 1A

Nenhum participante fez referéncia a LGPD, ao Marco
Civil da Internet, as diretrizes da Unesco ou a auséncia
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de regulamentacdes especificas sobre o uso educacional
da TA generativa.

Fonte: Elaborado pela autora com base no contetido das entrevistas — julho de 2024 a novembro de 2025.

A sistematizagdo apresentada no quadro anterior organiza de forma interpretativa os
sentidos atribuidos por docentes e pds-graduandos as quatro dimensdes analisadas de modo
transversal ao longo desta pesquisa: riscos, medidas, barreiras e beneficios relacionados ao uso
de inteligéncia artificial na producdo de teses e dissertacdes. Essa sintese visa evidenciar como
tais aspectos emergiram nas falas dos participantes, oferecendo uma visao integrada dos
diferentes posicionamentos, tensdes e encaminhamentos discutidos nos trés eixos
interpretativos que compdem o capitulo.

Encerramos, assim, a sistematiza¢do das percepcdes quanto ao emprego dessas
tecnologias na escrita cientifica, destacando ndo apenas os sentidos atribuidos ao seu potencial
€ aos seus riscos, mas também os limites e auséncias que atravessam esse debate no contexto
da Pos-Graduacdo. A presenca de sistemas generativos, ainda que amplamente reconhecida,
mobiliza disputas normativas, éticas e epistémicas que tensionam a defini¢do de autoria,
originalidade e integridade académica. Paralelamente, os siléncios identificados nas entrevistas
revelam zonas de invisibilidade que reforcam a necessidade de ampliar a formagao critica dos
pesquisadores e de consolidar compromissos institucionais. Esses achados ampliam a
compreensdo dos desafios colocados pelas novas tecnologias a producdo do conhecimento em

Educacao e oferecem subsidios diretos para as consideragdes finais desta tese
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CONSIDERACOES FINAIS

A disseminagdo acelerada de ferramentas de inteligéncia artificial baseadas em
grandes modelos de linguagem (LLMs) vem transformando o ecossistema académico,
desafiando modos tradicionais de produzir, avaliar e comunicar conhecimento. Foi nesse
contexto que nos propusemos a analisar as percep¢des de mestrandos, doutorandos e
orientadores de Programas de Pos-Graduagdo Stricto Sensu em Educacao de duas universidades
publicas brasileiras sobre a apropriagdo de modelos generativos na elaboragdo de textos
hibridos, considerando cenarios prospectivos ¢ a integridade académica.

A investiga¢do, de abordagem qualitativa, envolveu entrevistas semiestruturadas
com 24 participantes, igualmente distribuidos entre pos-graduandos e docentes orientadores dos
dois programas investigados. Estruturamos a andlise em trés eixos interpretativos: (1) as
apropriacdes da [A generativa no percurso do pré-projeto a qualificagdo; (2) o texto hibrido na
assisténcia a pesquisa e as tarefas que podem ser delegadas a IA em diferentes etapas da
elaboracdo de teses e dissertagdes; e (3) o texto artesanal e o texto hibrido com seus prestigios
diferenciados na producao do conhecimento em Educacao.

A analise foi orientada por uma perspectiva critica da tecnologia, com base nas
contribui¢des de autores como Feenberg (1999, 2004, 2013, 2022), Santaella (2023a, b, c, d, f)
e Sampaio, Sabbatini e Limongi (2024), que permitem compreender a producdo académica
como pratica situada, simbodlica e sujeita a disputas epistémicas e institucionais. Dialogamos
ainda com Santos (2024) e Silva (2024), cuja abordagem sobre a mediagao pedagdgica diante
da TA, especialmente ancorada na nocdo de pedagogia do prompt, oferece subsidios para
enfrentar desafios formativos e éticos quando a tecnologia permeia os espacos académicos.

Essa perspectiva se articula a compreensao histdorico-cultural da autoria discutida
por Chartier (1998, 2002, 2017), para quem a autoria e a apropriagao sao praticas historicamente
situadas, definidas pelas condigdes materiais, culturais e discursivas de cada €época. Nesse
sentido, a emergéncia dos textos hibridos, frutos da interagdo entre humanos e sistemas
generativos, ndo anula a autoria, mas exige sua reconfiguragao critica, sustentada pela mediagao
ética e epistémica do pesquisador.

Para responder ao nosso objetivo de estudo, buscamos compreender: (a) as
percepgoes de admissibilidade da TA generativa na elaboragao de pré-projetos e de projetos de
qualificacdo; (b) como a natureza da pesquisa (qualitativa, quantitativa ou mista) influencia a

aceitabilidade de seu uso em teses e dissertagdes; (c) os momentos e aspectos do texto
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académico em que o uso da IA ¢ considerado admissivel ou ndo; (d) os riscos apontados, as
medidas propostas, as barreiras enfrentadas e os beneficios percebidos no contexto da producgao
de textos hibridos, visando a preservagao da integridade académica e (e) os sentidos atribuidos
ao prestigio do texto artesanal em comparagao ao texto hibrido na P6s-Graduagao em Educagao.

No Eixo 1, que tratou das apropriacdes da inteligéncia artificial generativa do pré-
projeto a qualificacdo, a pesquisa revelou que, nessa etapa inicial da formacao, as percepgdes
se distribuiram entre resisténcia e admissibilidade condicionada. A resisténcia esteve associada,
sobretudo, a preocupagdes éticas e formativas, a auséncia de regulamentacao institucional e ao
receio de comprometimento da autoria e originalidade. J&4 a admissibilidade condicionada foi
marcada pelo uso situado da IA em fungdes de apoio técnico ou organizacional, desde que
mantida a agéncia do pesquisador e 0 acompanhamento critico do orientador.

Mesmo entre os que admitiam o uso desse tipo de tecnologia de forma
condicionada, surgiram relatos sobre o silenciamento em torno dessa pratica. Esse
silenciamento ndo se manifestou como recusa deliberada de assumir o uso, mas como efeito de
um ambiente de vigilancia simbolica, no qual julgamentos velados, associacdes lexicais e
desconfianga institucional geram constrangimentos e restringem a liberdade expressiva. Esse
contexto desloca a disputa sobre a autoria para o campo das percepg¢des e convencdes
discursivas.

Os resultados evidenciaram tensionamentos entre a defesa da transparéncia e a
persisténcia dessas barreiras; entre a no¢do tradicional de autoria e a compreensio
contemporanea de autoria como agéncia critica; e entre a aceitacdo da IA como recurso legitimo
de apoio e a preocupagdo com seus impactos sobre originalidade, integridade e formagao do
pesquisador.

No Eixo 2, que tratou do texto hibrido na pesquisa e das tarefas passiveis de serem
delegadas a IA generativa na elaboragdo de teses e dissertagdes, observamos que a aceitagao
foi mais frequente em atividades de carater técnico e mecanico, como revisdo estrutural,
organizacdo de ideias, traducdo e formatacao. Essa aceitagdo estava condicionada a presenca
de curadoria ativa, entendida como acompanhamento critico e seletivo do contetido produzido
pela tecnologia.

Em contrapartida, a etapa de conclusdo do trabalho concentrou a maior rejei¢ao a
assisténcia da IA, sendo percebida por muitos como um espago de autoria intransferivel e de
sintese pessoal da trajetoria investigativa. Nesse cenario, emergiram tensionamentos entre
aproveitar o potencial de apoio da tecnologia e preservar o desenvolvimento das habilidades

autorais; entre buscar eficiéncia e evitar a superficialidade analitica; e entre ampliar a qualidade
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textual e lidar com desigualdades de acesso aos recursos digitais. A admissibilidade variou
conforme o momento da escrita e a percep¢do sobre quais tarefas preservam ou ndo o
protagonismo do pesquisador.

Em didlogo com as tensoes éticas e formativas observadas nos eixos anteriores, no
Eixo 3, que abordou o texto artesanal e o texto hibrido e seus prestigios diferenciados na
producdo do conhecimento em Educacdo, a analise revelou percepgdes contrastantes sobre a
legitimidade e o valor de cada modalidade de escrita. Para parte dos participantes, o texto
artesanal mantém maior prestigio por evidenciar de forma mais visivel o esforco individual e a
elaboracdo autoral, atributos associados a tradicdo académica e a formagdo rigorosa do
pesquisador. Outros, contudo, argumentaram que o texto hibrido pode alcangar prestigio
equivalente quando produzido com responsabilidade, dominio epistémico e uso criterioso da
IA, entendendo que a qualidade estd menos na ferramenta empregada e mais na competéncia e
na curadoria do autor. Esses resultados indicam que o prestigio atribuido a cada forma de escrita
ndo ¢ fixo, mas condicionado ao contexto, aos critérios de avaliacdo ¢ ao modo como o
pesquisador se apropria dos recursos tecnologicos.

Ao trazer para o centro do debate as percepcdes de pos-graduandos e orientadores
sobre a presenca de modelos generativos na escrita de teses e dissertagdes, esta pesquisa amplia
a compreensao dos desafios éticos, epistémicos e formativos da producdo do conhecimento na
contemporaneidade. Longe de tratd-los como ameaga ou solugdo automatica, evidencia a
complexidade das decisdes sobre sua apropriagdo, atravessadas por critérios de
responsabilidade, autoria, orientacdo e prestigio institucional.

Fundamentada na escuta qualificada dos sujeitos da formacdo e no respeito a
diversidade de posicionamentos, nossa analise mobilizou conceitos como curadoria ativa,
integridade académica e cientifica (Mainardes, 2023a,b) e prestigio relacional do texto,
articulando-os na constru¢do de uma abordagem critica e situada, que recusa tanto o
determinismo quanto o negacionismo tecnologico e orienta praticas formativas eticamente
mediadas, inspiradas em “uma pedagogia da autonomia” (Freire, 2017).

Ao sintetizarmos os resultados, constatamos que estes corroboram corroboram a
tese apresentada na introdugdo. A presenca da inteligéncia artificial generativa na Pos-
Graduagao em Educagao tensiona concepgoes tradicionais de autoria, originalidade e formagao
do pesquisador, produzindo percepcdes heterogéneas atravessadas por disputas éticas,
epistémicas, pedagogicas e institucionais.

Dessa forma, confirmamos nossa hipdtese inicial, uma vez que a utilizacdo de tais

ferramentas suscita posicionamentos diversos e, por vezes, conflitantes entre orientadores e
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p6s-graduandos, evidenciando praticas de silenciamento e a demanda por orientagdes
institucionais mais claras. Os resultados também revelam zonas de tensdo que ultrapassam a
dicotomia aceitagdo versus rejeicdo. As disputas simbolicas em torno da autoria e da
originalidade, somadas as diferentes formas de compreender o prestigio do texto artesanal e do
texto hibrido, articulam-se a desigualdades de acesso, a necessidade de mediacao pedagdgica e
a urgéncia de formagao critica para o uso ético e epistémico da tecnologia.

Constatamos, ainda, que nao hé relagdo direta entre faixa etdria ou tempo de
experiéncia docente e o posicionamento diante desses mecanismos tecnoldgicos. Essa auséncia
de determinismo geracional indica que a abertura ou a resisténcia a tecnologia derivam menos
da idade e mais de concepgdes de autoria, compromissos formativos, familiaridade tecnoldgica
e valores vinculados a integridade académica e cientifica.

Os resultados também indicam que ¢ possivel adotar recursos generativos de
linguagem como apoio a escrita sem reduzir o trabalho a uma légica tecnocratica e reducionista,
desde que operem como auxiliares da atividade humana, e ndo como seus substitutos. Nessa
perspectiva, defendemos a necessidade de politicas institucionais claras, formagao critica
continuada e praticas pedagogicas eticamente orientadas, capazes de assegurar a integridade
académica e cientifica diante da incorporagdo dessas tecnologias na pos-graduacao.

Como lembra Santaella (2023a, p. 110), “sem ética, a inteligéncia degenera”. Essa
adverténcia refor¢a que o avango tecnologico, por si s, ndo garante qualidade ou legitimidade
a producdo académica. A incorporacdo critica da A generativa nos mestrados e doutorados em
Educagao exige o protagonismo da agéncia humana e reflexdo permanente sobre seus impactos.
Nossa intengdo, portanto, ndo ¢ encerrar o debate, mas oferecer subsidios para que
pesquisadores e instituicdes avancem na construcao de praticas mais conscientes, democraticas

e eticamente sustentadas na P6s-Graduacao em Educacao.
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APENDICE A - ROTEIRO DE ENTREVISTA (PROFESSORES)

UNIVERSIDADE DE BRASILIA — UNB
FACULDADE DE EDUCAGAO - FE
PROGRAMA DE POS-GRADUACAO EM EDUCACAO - PPGE

Prof. Dr. Carlos Alberto Lopes de Sousa
Doutoranda: Renata Cordeiro Maciel

Entrevistado(a): docentes da Pos-Graduagao Stricto Sensu em Educagao

Entrevistador: Renata Cordeiro Maciel

TITULO

APROPRIACOES DA INTELIGEI}I CIA ARTIFICIAL EM TEXTO ESCRITO
HIBRIDO NA POS-GRADUACAO STRICTO SENSU EM EDUCACAO:
SILENCIAMENTOS, TENSIONAMENTOS, RESISTENCIAS E ADMISSIBILIDADES

APRESENTACAO, OBJETIVO DA PESQUISA/ENTREVISTA

Ol4 professor (a), me chamo Renata Cordeiro Maciel, sou doutoranda do Curso de
Po6s-Graduagdo em Educacgao na Universidade de Brasilia-UnB. Estou realizando essa pesquisa
com académicos e docentes de Pos-Graduagdo Stricto Sensu em Educagdo, no intuito de
analisar quais as percepgdes de mestrandos, doutorandos e orientadores de dois Programas de
P6s-Graduacao em Educagdo sobre a apropriagao da IA generativa no processo € no produto de
textos hibridos, considerando cendrios prospectivos e a integridade académica.

Fui informado(a) que a presente proposta tem aprovagdo no Comité de Etica em
Pesquisa-CEP, conforme Parecer Consubstanciado sob o n® 6.997.346/2024 e que a pesquisa ¢
coordenada pelo Prof. Carlos Lopes (FE/UnB) e a entrevista realizada por Renata Cordeiro
Maciel, doutoranda do Programa de Pos-Graduacdo em Educagdo da Faculdade de Educagao
da Universidade de Brasilia (UnB), a quem poderei contatar a qualquer momento que julgar
necessario por meio do e-mail carloslopes@unb.br e renatacord@gmail.com.
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TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO PARA PARTICIPACAO
EM PESQUISA (PROFESSORES)

Titulo da pesquisa: Apropriacdes da inteligéncia artificial em texto escrito hibrido na Pos-
graduacdo Stricto Sensu em educacdo: tensionamentos, silenciamentos, resisténcias e
admissibilidades.

Instituicdo promotora: Universidade de Brasilia - UnB
Pesquisadores responsaveis: Renata Cordeiro Maciel, Carlos Alberto Lopes Sousa

Endereco e telefone dos pesquisadores: Av. Dr. Rui Braga, s/n - Prédio 02- sala 1° piso.
Campus Universitario Prof. Darcy Ribeiro. Vila Mauricéia, Montes Claros, MG. CEP: 39401 -
089 - Montes Claros, MG, Brasil.

Endereco e telefone do Comité de Etica em Pesquisa da Unimontes: Pro-Reitoria de
Pesquisa - Comité de Etica em Pesquisa Envolvendo Seres Humanos - CEP da Unimontes, Av.
Dr. Rui Braga, s/n - Prédio 05- 2° andar. Campus Universitario Prof. Darcy Ribeiro. Vila
Mauricéia, Montes Claros, MG. CEP: 39401-089 - Montes Claros, MG, Brasil.

Atencdo: Antes de aceitar participar desta pesquisa, ¢ importante que vocé leia e compreenda
a seguinte explicacdo sobre os procedimentos propostos. Este termo descreve o objetivo,
metodologia/ procedimentos, beneficios, riscos, desconfortos e precaugdes do estudo. Também
descreve os procedimentos alternativos que estao disponiveis e o seu direito de interromper o
estudo a qualquer momento. Nenhuma garantia ou promessa pode ser feita sobre os resultados
do estudo.

1. Objetivo: analisar quais as percepgoes de mestrandos, doutorandos e orientadores de dois
Programas de Po6s-Graduagdo Stricto Sensu em Educagdo sobre a apropriacdo da IA
generativa no processo € no produto de textos hibridos, considerando cendrios prospectivos
e a integridade académica.

2. Metodologia/procedimentos: Este estudo tera um enfoque qualitativo, conforme Mattar e
Ramos (2021) as pesquisas qualitativas, exploram fendmenos em profundidade, capturando
significados atribuidos pelos participantes. Trata-se de uma pesquisa exploratoria, pela
novidade do tema na educagdo, mapeando questdes, desafios e oportunidades do uso de 1A
na pos-graduacgdo e descritiva que visa documentar e detalhar as percepgdes e experiéncias
dos participantes, oferecendo uma visdo abrangente e contextualizada do contexto
investigado. Participam deste estudo 12 pods-graduandos e 12 orientadores, distribuidos
igualmente entre os dois Programas de P6s-Graduagao Stricto Sensu em Educagdo de duas
universidades publicas, mantidas anonimas e nomeadas de UNIO1 e UNIO2. Os dados serdo
coletados por meio de entrevistas semiestruturadas, conforme Trivifios (1987), abrangendo
perfil sociodemografico, percepcdes sobre A, apropriacdes da IA, usos na geragao de teses
e dissertagdes, preservacao da integridade académica e reflexdes criticas sobre o impacto
da IA. Os dados serdo analisados por meio da analise de conteudo, proposta por Bardin
(2011), envolvendo pré-analise, exploragdo e tratamento dos resultados.

3. Justificativa: O interesse pela pesquisa se deu pelo fato de eu atuar como professora da
educacdo superior hd 20 anos, ja ¢ de se esperar que esse novo cenario desafiard os
paradigmas existentes em nossas praticas pedagogicas e também na producao cientifica, o
que exigird mudancas nos modos de producdo da escrita académica, principalmente nos
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cursos de Poés-Graduacdo Stricto Sensu que formam pesquisadores e exigem maior
rigorosidade metodoldgica.

Beneficios: os beneficios incluem a contribui¢ao para um melhor entendimento do impacto
da inteligéncia artificial na escrita académica e possiveis melhorias nos programas de pos-
graduacao.

Desconfortos e riscos: Pode-se apontar como possiveis riscos decorrentes desta pesquisa,
a interferéncia na rotina dos participantes, bem como a realizagdo das entrevistas que
podem, em algum momento, talvez constrangé-los e/ou causar cansago. No intuito de evitar
ou minimizar os possiveis riscos, serdao fornecidas informacdes claras sobre a liberdade dos
participantes para participarem, continuarem ou ndo na pesquisa. As questdes serdo
elaboradas da forma mais sucinta e objetiva possivel.

Danos: Nao sdo esperados danos fisicos, psicolégicos, morais ou financeiros aos
participantes desta pesquisa. No entanto, caso vocé sinta qualquer desconforto ou
identifique qualquer prejuizo decorrente da sua participagdo, pedimos que informe
imediatamente a pesquisadora responsavel para que as devidas providéncias sejam tomadas.

Metodologia/procedimentos alternativos disponiveis: Nao haverd procedimentos
metodoldgicos alternativos.

Confidencialidade das informacées: Em hipdtese alguma o material coletado sera
divulgado sem sua autorizacdo. Haverd publicagdes e apresentagdes relacionadas a
pesquisa, e nenhuma informagao que vocé nao autorize sera revelada sem sua autorizacio.

Compensacao/indenizacdo: Nao sera cobrado valor monetario para a realizagdo desta
pesquisa, pois ndo haverd nenhum tipo de gasto para os alunos participantes, ndo havendo,
assim, previsdo de ressarcimentos ou indenizacdes financeiras. No entanto, em qualquer
momento, se o participante sofrer algum dano comprovadamente decorrente desta
investigacdo, este terd direito a indenizacdo e as despesas serdo cobertas sob a
responsabilidade da coordenacdo da pesquisa e ndo da institui¢do a qual ela esteja vinculada.
E importante esclarecer que a participagio é voluntéria e o participante no tera nenhum
tipo de penalizagdo ou prejuizo caso queira, a qualquer tempo, recusar participar, retirar seu
consentimento ou descontinuar a participagao se assim preferir.

Outras informacdes pertinentes: Em caso de diivida, vocé pode entrar em contato com os
pesquisadores responsaveis através dos telefones e enderegos eletronicos fornecidos neste
termo.

Consentimento: Li e entendi as informagdes precedentes. Tive oportunidade de fazer
perguntas e todas as minhas duvidas foram respondidas a contento. Este formuldrio estd
sendo assinado voluntariamente por mim, em 02 (duas) vias de igual teor e forma, indicando
meu consentimento para participar nesta pesquisa, até que eu decida o contrario. Receberei
uma via assinada deste consentimento.

Nome completo do (a) participante Renata Cordeiro Maciel
Pesquisadora responsavel pela pesquisa
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SECAO I — Informacées séciodemograficas

1) Qual ¢ a sua idade? (pergunta de natureza interrogativa)
()25 a 34 anos

()35 a44 anos

()45 a 54 anos

() 55 a 64 anos

() 65 ou mais.

2) Quanto tempo vocé atua como docente no Programa de Pds-Graduacdo da Educagdo?
(pergunta de natureza interrogativa)

()1a5anos

()6a10anos

()11 al5anos

() 16 anos ou mais

SECAO II - Percepcdes Gerais sobre 1A

3) Vocé Ja teve alguma experiéncia na utilizagdo de alguma IA generativa que gera textos,
como por exemplo o ChatGPT, Bard, Bing, Copilot, entre outros? Se sim, poderia relata-la?
(pergunta de natureza interrogativa, descritiva)]

SECAO III: Apropriacées da IA: do pré-projeto submetido a selecio ao PPGE ao de
qualificacao

4) No contexto atual de alguns estudos e pesquisas em educagdo e com o avanco da IA no
campo da escrita, tem se abordado o chamado texto hibrido.

O texto hibrido é definido aqui da seguinte maneira: por meio da inteligéncia
artificial a IA cria uma base da escrita para o pesquisador ir editando, ajustando o texto,
configurando-o ao seu estilo, adicionando outros conteudos, como algo de criagcdo propria. O
texto hibrido ndo retira o autor do contexto em uma produgao.

Qual a sua percepcdo sobre admitir que estudantes candidatos a pos-graduagao aos
cursos de mestrado do PPGE, possam gerar alguma parte escrita do pré-projeto de pesquisa
(ideia de tema, problema de pesquisa, objetivos, justificativa, referencial tedrico ou
metodologia) com o auxilio de IA, na concepg¢ado do texto hibrido?

5) Essa percep¢ao muda entre os niveis de mestrado e doutorado? Por qué? (pergunta de
natureza interrogativa)

6) Para vocé, quais os riscos envolvidos na gera¢do de textos hibridos (parte por IA e humano),
na escrita de um pré-projeto de pesquisa, considerando um candidato para o curso de mestrado
em Educacdo? (pergunta de natureza interrogativa) Esses riscos também se aplicariam ao
doutorado? Por qué?"
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7) Quais as medidas que o PPGE pode tomar em relagdo a avaliagdo dos pré-
projetos de pesquisa submetidos a sele¢do, no contexto em que temos IA’s que geram textos
académicos? (pergunta de natureza interrogativa)

8) Na situag@o que um estudante de pos-graduacao ja estd cursando o mestrado e o
doutorado, cumprindo a carga hordria obrigatéria de disciplinas, participando de eventos,
grupos de pesquisa, entre outras atividades de sua formacdo, o projeto de pesquisa a ser
submetido a qualificacdo, poderia integrar alguma parte textual hibrida (parte por 1A e parte
pelo pesquisador)? Se sim, em que aspecto do projeto e por que do seu posicionamento? Se
nao, por que desse seu posicionamento? (pergunta de natureza explicativa)

9) Imagine a seguinte situacao: voc€ ¢ um avaliador em uma banca de qualificagao
de um projeto de pesquisa para o mestrado, em que nesse o estudante declarou de forma
genérica, aos examinadores membros da banca, que fez uso da IA em sua proposta de pesquisa.
Que perguntas vocé faria na banca para esse mestrando em relagdo ao uso da IA integrando o
texto hibrido? (pergunta de natureza hipotética) Essas perguntas seriam as mesmas para
mestrandos e doutorandos ou mudariam? Por qué?

10) Para vocé, quais os riscos envolvidos na geracdo de textos hibridos (parte por
IA e humano), na escrita de um projeto de pesquisa por um mestrando ou doutorando, quando
esse ja ingressou e tem uma trajetoria no PPGE e esta em vias de qualificacdo da sua proposta
de pesquisa junto a uma banca examinadora? (pergunta de natureza interrogativa)

SECAO IV: Usos da IA na geracio de teses e dissertaciao

11) Na sua perspectiva, quais sdo as barreiras para a integragao efetiva de praticas
de geracdo de textos hibridos (humano e IA) como um complemento a expressdo e produgao
autoral em dissertagao e tese de doutorado em Educagao?

12) Vocé imagina haver dificuldades de um pds-graduando, fixar, delimitar e
informar ao leitor da sua dissertagdo e tese o que € dele proprio e aquilo que foi gerado por [A
em sua producdo académica (texto hibrido)? Justifique o porqué da sua resposta? (pergunta de
natureza interrogativa)

13) Considerando que na produgdo do texto hibrido a pessoa se beneficie das
informacodes geradas pela A para compor seu texto, complementando-o com dados da préopria
capacidade intelectual. Vocé considera essa experiéncia uma produgdo autoral humana?
(pergunta de natureza interrogativa)

14) Pense na situagdo descrita a seguir:

Num estudo de revisdo de literatura o pesquisador utiliza uma ferramenta de 14
que gera textos,-para produzir os resumos automdaticos dos artigos selecionados, destacando,
incluindo os principais achados, métodos utilizados e conclusoes.

Qual ¢ a sua percepgao e o porqué do seu posicionamento sobre se poder utilizar ou
ndo a IA para gerar a revisdo de literatura em uma dissertagdo ou tese de doutorado em
Educagao, conforme a situagdo descrita anteriormente? (pergunta de natureza interrogativa)

15) Sobre a situacdo descrita anteriormente, ha algum risco potencial que lhe
preocupa? (pergunta de natureza interrogativa)
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16) Na sua percepcao, a natureza da pesquisa (qualitativa, quantitativa ou fundada
em método misto) pode influenciar a admissibilidade ou ndo da presenga da assisténcia da A
na elaboragdo de dissertagdes e teses? (pergunta de natureza interrogativa/explicativa)

17) Imagine o seguinte cendrio:

Um pesquisador de uma renomada Universidade utiliza uma ferramenta de 1A
especializada em andlise de dados para processar os grandes volumes de informagoes. A
ferramenta é configurada para identificar padroes e correlagcoes entre as variaveis. Os dados
sdo carregados na ferramenta de 1A, dai ela limpa e organiza-os, lidando com valores ausentes
e normalizando as variaveis, depois realiza uma andlise exploratoria, gerando grdficos e
estatisticas descritivas. Também identifica correlacoes e prevé tendéncias futuras.

Qual seria o seu julgamento sobre a validade do pesquisador fazer uso dessa
ferramenta para tal finalidade e inserir em sua dissertagdo ou tese de doutorado em Educagdo?
(pergunta de natureza explicativa)

18) Caso um pos-graduando utilize 1A para redigir o resumo em portugués de sua
disserta¢do ou tese, vocé vé implicagoes éticas em gerar esse conteudo com a assisténcia de
1A? Por que da sua resposta? (pergunta de natureza explicativa)

SECAO V: Medidas para a preservacio da integridade académica com o uso
da IA

19) Segundo Spinak (2023), colaborador do Scientific Electronic Library Online (SciELO) a
introducdo de Inteligéncia Artificial (IA), ChatGPT, Bard, Bing, Copilot e outros esta
transformando rapidamente o cendrio cientifico e ndo ha retorno. Devemos aprender a
conviver com um novo ambiente que ird gerar rupturas em nossos velhos paradigmas e em
muitos aspectos. As ferramentas de [A estdo sendo usadas para automatizar uma ampla gama
de tarefas, desde a andlise de dados até a redagdao de manuscritos.

Qual a sua opinido sobre esse posicionamento na elaboragdo de dissertacdo e
tese na area da educacao? (pergunta de natureza interrogativa)

20) Neste cenario apresentado por Spinak, vocé acredita ser necessario alterar a forma de
orientacdo de trabalhos de dissertacdo e tese? () Sim ( ) ndo? Se sim, em quais
aspectos? (pergunta de natureza interrogativa)

21) O fato de alguns periodicos e associacdes cientificas admitirem o uso da IA na comunicagdo
cientifica pode ser um fator externo a provocar os programas de pds-graduacao a admitirem
a escrita de dissertacdes e teses em educacao no formato hibrido? Por que da sua resposta?
(pergunta de natureza interrogativa)

22) O que vocé sugere como medidas ou iniciativas tomadas pelas institucionais
educacionais e de pesquisa para que a [A seja integrada as dissertagdes e teses de doutorado em
Educacdo? (pergunta de natureza interrogativa)

23) Quais as possiveis medidas para mitigar os efeitos negativos do uso da IA nas producdes

escritas em programas de pos-graduagdo, a exemplo da escrita da dissertacdo, tese e artigo
submetidos as disciplinas de tais programas? (pergunta de natureza interrogativa)

SECAO VI: Formacio e Orientacio
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24) Imagine que o pesquisador utilizou uma ferramenta de IA, como o ChatGPT, para auxiliar
na escrita de uma parte de seu trabalho académico. Imagine que ao comunicar ao seu
orientador que fez uso, qual seria uma possivel reacao? (pergunta de natureza
interrogativa)

25) Imagine que vocé ¢ professor/a em uma universidade estrangeira reconhecida
mundialmente, onde o uso de IA generativa para a escrita académica se tornou uma
habilidade essencial. Alguns de seus orientandos ndo possuem habilidades para utilizar essas
ferramentas. Como vocé integraria a formacao no uso de IA generativa na trajetoria dos seus
orientandos para garantir que todos adquiram essa competéncia? (pergunta de natureza
hipotética)

SECAO VII: Reflexdes Criticas:

26) De que maneira o uso de ferramentas de IA na escrita académica pode influenciar os
pesquisadores na publicagdo em revistas de alto impacto e obter reconhecimento na sua
area de estudo? (pergunta de natureza interrogativa)

27) Vocé acredita que o uso de IA pode dar vantagem competitiva a certos pesquisadores?

Justifique o porqué da sua resposta? (pergunta interrogativa)

28) Vocé identifica algum impacto do uso da IA na escrita académica para o desempenho de
alguma habilidade do pesquisador? Se sim, em quais aspecto afetaria? (pergunta de natureza
hipotética)

29) Na sua percepgao, uma dissertacao ou tese de doutorado em Educagdo, produzida sem
qualquer intervengdo da IA (texto artesanal) teria maior prestigio do que aquela que foi
composta hibridamente (texto hibrido)? Ou ambas teriam o mesmo prestigio? Por que da sua
resposta?

30) Quais seriam os fatores externos que podem provocar os programas de pds-graduacdo em
Educagdo a se mobilizarem em relagdo ao tema da [A em suas pesquisas? Por que da sua
resposta?
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APENDICE B - ROTEIRO DE ENTREVISTA (ACADEMICOS)

UNIVERSIDADE DE BRASILIA — UNB
FACULDADE DE EDUCAGAO - FE
PROGRAMA DE POS-GRADUACAO EM EDUCACAO - PPGE

Prof. Dr. Carlos Alberto Lopes de Sousa
Doutoranda: Renata Cordeiro Maciel

Entrevistado(a): académicos da P6s-Graduacao Stricto Sensu em Educagao
Entrevistador(a): Renata Cordeiro Maciel
TITULO

APROPRIACOES DA INTELIGENCIA ARTIFICIAL EM TEXTO
ESCRITO HIBRIDO NA POS-GRADUACAO STRICTO SENSU EM EDUCACAO:
SILENCIAMENTOS, TENSIONAMENTOS, RESISTENCIAS E ADMISSIBILIDADES

APRESENTACAO, OBJETIVO DA PESQUISA/ENTREVISTA

Ol4 académico(a), me chamo Renata Cordeiro Maciel, sou doutoranda do Curso de
P6s-Graduacao em Educagdo na Universidade de Brasilia-UnB. Estou realizando essa pesquisa
com académicos e docentes de Pos-Graduacdo Stricto Sensu em Educacdo, no intuito de
analisar quais as percepgoes de mestrandos, doutorandos e orientadores de dois Programas de
Pos-Graduagao em Educacao sobre a apropriacao da [A generativa no processo e no produto de
textos hibridos, considerando cenarios prospectivos e a integridade académica.

Fui informado(a) que a presente proposta tem aprovagdo no Comité de Etica em
Pesquisa-CEP, conforme Parecer Consubstanciado sob o n°® 6.997.346/2024 e que a pesquisa €
coordenada pelo Prof. Carlos Lopes (FE/UnB) e a entrevista realizada por Renata Cordeiro
Maciel, doutoranda do Programa de P6s-Graduagdo em Educacao da Faculdade de Educacgdo
da Universidade de Brasilia (UnB), a quem poderei contatar a qualquer momento que julgar
necessario por meio do e-mail carloslopes@unb.br e renatacord@gmail.com.
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TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO PARA PARTICIPACAO
EM PESQUISA (ACADEMICOS)

Titulo da pesquisa: Apropriagdes da inteligéncia artificial em texto escrito hibrido na Pos-
graduacao Stricto Sensu em educagdo: tensionamentos, silenciamentos, resisténcias e
admissibilidades.

Instituicdo promotora: Universidade de Brasilia - UnB

Pesquisadores responsaveis: Renata Cordeiro Maciel, Carlos Alberto Lopes Sousa

Endereco e telefone dos pesquisadores: Rua Mario Almeida Furtado, 70-Jd. Alvorada —
Montes Claros (MG) CEP 39402-673

Endereco e telefone do Comité de Etica em Pesquisa da Unimontes: Pro-Reitoria de
Pesquisa - Comité de Etica em Pesquisa Envolvendo Seres Humanos - CEP da Unimontes, Av.
Dr. Rui Braga, s/n - Prédio 05- 2° andar. Campus Universitario Prof. Darcy Ribeiro. Vila
Mauricéia, Montes Claros, MG. CEP: 39401-089 - Montes Claros, MG, Brasil.

Atencao: Antes de aceitar participar desta pesquisa, € importante que vocé leia e compreenda
a seguinte explicacdo sobre os procedimentos propostos. Este termo descreve o objetivo,
metodologia/ procedimentos, beneficios, riscos, desconfortos e precaugdes do estudo. Também
descreve os procedimentos alternativos que estdo disponiveis e o seu direito de interromper o
estudo a qualquer momento. Nenhuma garantia ou promessa pode ser feita sobre os resultados
do estudo.

1. Objetivo: analisar quais as percepgoes de mestrandos, doutorandos e orientadores de dois
Programas de Pds-Graduacdo Stricto Sensu em Educagdo sobre a apropriacdo da IA
generativa no processo € no produto de textos hibridos, considerando cendrios prospectivos
e a integridade académica.

2. Metodologia/procedimentos: Este estudo tera um enfoque qualitativo, conforme Mattar e
Ramos (2021) as pesquisas qualitativas, exploram fendmenos em profundidade,
capturando significados atribuidos pelos participantes. Trata-se de uma pesquisa
exploratoria, pela novidade do tema na educagdo, mapeando questdes, desafios e
oportunidades do uso de A na pds-graduagao e descritiva que visa documentar e detalhar
as percepcdes e experiéncias dos participantes, oferecendo uma visdo abrangente e
contextualizada do contexto investigado. Participam deste estudo 12 pds-graduandos e 12
orientadores, distribuidos igualmente entre os dois Programas de Pds-Graduacdo Stricto
Sensu em Educacdao de duas universidades publicas, mantidas anonimas ¢ nomeadas de
UNIO1 e UNIO2. Os dados serdo coletados por meio de entrevistas semiestruturadas,
conforme Trivinos (1987), abrangendo perfil sociodemografico, percepgdes sobre IA,
apropriagdes da IA, usos na geracdo de teses e dissertagdes, preservagdo da integridade
académica e reflexdes criticas sobre o impacto da IA. Os dados serdo analisados por meio
da analise de contetido, proposta por Bardin (2011), envolvendo pré-anélise, exploracdo e
tratamento dos resultados.

3. Justificativa: O interesse pela pesquisa se deu pelo fato de eu atuar como professora da
educagdo superior ha 20 anos, ja ¢ de se esperar que esse novo cenario desafiard os
paradigmas existentes em nossas praticas pedagogicas e também na producdo cientifica, o
que exigira mudancas nos modos de produ¢do da escrita académica, principalmente nos
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cursos de Pos-Graduagdo Stricto Sensu que formam pesquisadores e exigem maior
rigorosidade metodolégica.

4. Beneficios: os beneficios incluem a contribui¢ao para um melhor entendimento do impacto
da inteligéncia artificial na escrita académica e possiveis melhorias nos programas de pos-
graduagao.

5. Desconfortos e riscos: Pode-se apontar como possiveis riscos decorrentes desta pesquisa,
a interferéncia na rotina dos participantes, bem como a realizacdo das entrevistas que
podem, em algum momento, talvez constrangé-los e/ou causar cansago. No intuito de evitar
ou minimizar os possiveis riscos, serdo fornecidas informagdes claras sobre a liberdade dos
participantes para participarem, continuarem ou nao na pesquisa. As questdes serao
elaboradas da forma mais sucinta e objetiva possivel.

6. Danos: Nao sdo esperados danos fisicos, psicoldgicos, morais ou financeiros aos
participantes desta pesquisa. No entanto, caso vocé sinta qualquer desconforto ou
identifique qualquer prejuizo decorrente da sua participa¢do, pedimos que informe
imediatamente a pesquisadora responsavel para que as devidas providéncias sejam
tomadas.

7. Metodologia/procedimentos alternativos disponiveis: Nao havera procedimentos
metodoldgicos alternativos.

8. Confidencialidade das informacdes: Em hipdtese alguma o material coletado serd
divulgado sem sua autorizacdo. Havera publicacdes e apresentacdes relacionadas a
pesquisa, € nenhuma informagao que vocé ndo autorize sera revelada sem sua autorizagao.

9. Compensacao/indenizacdo: Nao serda cobrado valor monetario para a realizagdo desta
pesquisa, pois nao havera nenhum tipo de gasto para os alunos participantes, ndo havendo,
assim, previsao de ressarcimentos ou indenizagdes financeiras. No entanto, em qualquer
momento, se o participante sofrer algum dano comprovadamente decorrente desta
investigacdo, este tera direito a indenizacdo e as despesas serdo cobertas sob a
responsabilidade da coordenacdo da pesquisa e ndo da instituigdo a qual ela esteja
vinculada. E importante esclarecer que a participagio é voluntaria e o participante nio tera
nenhum tipo de penalizagdo ou prejuizo caso queira, a qualquer tempo, recusar participar,
retirar seu consentimento ou descontinuar a participagdo se assim preferir.

10. Outras informacdes pertinentes: Em caso de duvida, vocé pode entrar em contato com
os pesquisadores responsaveis através dos telefones e enderecos eletronicos fornecidos
neste termo.

11. Consentimento: Li e entendi as informacdes precedentes. Tive oportunidade de fazer
perguntas e todas as minhas duvidas foram respondidas a contento. Este formulario esta
sendo assinado voluntariamente por mim, em 02 (duas) vias de igual teor e forma,
indicando meu consentimento para participar nesta pesquisa, até que eu decida o contrario.
Receberei uma via assinada deste consentimento.

Nome completo do (a) participante Renata Cordeiro Maciel
Pesquisadora responsavel pela pesquisa

SECAO I — Perfil do participante
1) Qual a sua Idade? (Pergunta de natureza interrogativa)

() até 18 anos
()19 a 24 anos
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()25 a34 anos
()35 a44 anos
()45 a 54 anos
() 55 a 64 anos
() 65 ou mais.

2) Sexo:(Pergunta de natureza interrogativa)
() Feminino

( ) Masculino

() Outro (qual?)

() Prefiro nao informar

3) Em qual periodo do curso vocé estd? (Pergunta de natureza interrogativa)

4) Em qual curso vocé esta matriculado (a)?
() Mestrado ( ) Doutorado

5) Qual a sua linha de pesquisa?

6) Qual a natureza de sua pesquisa?
() Abordagem qualitativa

() Abordagem quantitativa

() Abordagem mista

SECAO II - Percepcies Gerais sobre 1A

7) Vocé Ja teve alguma experiéncia na utilizagdo de alguma IA generativa que gera textos,
como por exemplo o ChatGPT, Bard, Bing, Copilot, entre outros? Se sim, poderia relata-la?
(pergunta de natureza interrogativa, descritiva)]

SECAO III: Apropriacdes da IA: do pré-projeto submetido a selecio ao PPGE ao de
qualificacao

8) No contexto atual de alguns estudos e pesquisas em educagdo € com o avango da A no
campo da escrita, tem se abordado o chamado texto hibrido.

O texto hibrido é definido aqui da seguinte maneira: por meio da inteligéncia artificial a IA
cria uma base da escrita para o pesquisador ir editando, ajustando o texto, configurando-o ao
seu estilo, adicionando outros conteudos, como algo de criagdo propria. O texto hibrido ndo
retira o autor do contexto em uma produgdo.

Qual a sua percep¢ao sobre admitir que estudantes candidatos a pos-graduagdo aos cursos de
mestrado do PPGE, possam gerar alguma parte escrita do pré-projeto de pesquisa (ideia de
tema, problema de pesquisa, objetivos, justificativa, referencial teérico ou metodologia) com o
auxilio de A, na concepgao do texto hibrido?

9) Essa percep¢ao muda entre os niveis de mestrado e doutorado? Por qué? (pergunta de
natureza interrogativa)
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10) Para vocé, quais os riscos envolvidos na geragao de textos hibridos (parte por IA e humano),
na escrita de um pré-projeto de pesquisa, considerando um candidato para o curso de mestrado
em Educacdo? (pergunta de natureza interrogativa) Esses riscos também se aplicariam ao
doutorado? Por qué?"

11) Quais as medidas que o PPGE pode tomar em relagdo a avaliagcdo dos pré-projetos de
pesquisa submetidos a sele¢dao, no contexto em que temos IA’s que geram textos académicos?
(pergunta de natureza interrogativa)

12) Na situacao que um estudante de pos-graduacdo ja estd cursando o mestrado e o doutorado,
cumprindo a carga horaria obrigatoria de disciplinas, participando de eventos, grupos de
pesquisa, entre outras atividades de sua formacdo, o projeto de pesquisa a ser submetido a
qualificagdo, poderia integrar alguma parte textual hibrida (parte por IA e parte pelo
pesquisador)? Se sim, em que aspecto do projeto e por que do seu posicionamento? Se ndo, por
que desse seu posicionamento? (pergunta de natureza explicativa)

13) Imagine a seguinte situagdo: vocé ¢ um avaliador em uma banca de qualificacdo de um
projeto de pesquisa para o mestrado, em que nesse o estudante declarou de forma genérica, aos
examinadores membros da banca, que fez uso da IA em sua proposta de pesquisa. Que
perguntas vocé faria na banca para esse mestrando em relagdo ao uso da IA integrando o texto
hibrido?  (pergunta de natureza hipotética) Essas perguntas seriam as mesmas para
mestrandos e doutorandos ou mudariam? Por qué?

14) Para vocé, quais os riscos envolvidos na geracao de textos hibridos (parte por IA e humano),
na escrita de um projeto de pesquisa por um mestrando ou doutorando, quando esse ja ingressou
e tem uma trajetoria no PPGE e esta em vias de qualificacdo da sua proposta de pesquisa junto
a uma banca examinadora? (pergunta de natureza interrogativa)

SECAO IV: Usos da IA na geracio de teses e dissertagio

15) Na sua perspectiva, quais sdo as barreiras para a integragao efetiva de praticas de geracao
de textos hibridos (humano e IA) como um complemento a expressdo e producdo autoral em
dissertagdo e tese de doutorado em Educagao?

16) Vocé imagina haver dificuldades de um po6s-graduando, fixar, delimitar e informar ao leitor
da sua dissertagdo e tese o que € dele proprio e aquilo que foi gerado por A em sua produgdo
académica (texto hibrido)? Justifique o porqué da sua resposta? (pergunta de natureza
interrogativa)

17) Considerando que na produgdo do texto hibrido a pessoa se beneficie das informagdes
geradas pela IA para compor seu texto, complementando-o com dados da propria capacidade
intelectual. Vocé considera essa experiéncia uma produ¢do autoral humana? (pergunta de
natureza interrogativa)

18) Pense na situagdo descrita a seguir:

Num estudo de revisdo de literatura o pesquisador utiliza uma ferramenta de 14
que gera textos,-para produzir os resumos automdaticos dos artigos selecionados, destacando,
incluindo os principais achados, métodos utilizados e conclusoes.
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Qual ¢ a sua percepcao e o porqué do seu posicionamento sobre se poder utilizar ou
ndo a IA para gerar a revisdo de literatura em uma dissertacdo ou tese de doutorado em
Educacao, conforme a situacdo descrita anteriormente? (pergunta de natureza interrogativa)

19) Sobre a situagdo descrita anteriormente, ha algum risco potencial que lhe preocupa?
(pergunta de natureza interrogativa)

20) Na sua percepeao, a natureza da pesquisa (qualitativa, quantitativa ou fundada em método
misto) pode influenciar a admissibilidade ou ndo da presenca da assisténcia da IA na elaboragao
de dissertagoes e teses? (pergunta de natureza interrogativa/explicativa)

21) Imagine o seguinte cenario:

Um pesquisador de uma renomada Universidade utiliza uma ferramenta de 14
especializada em andlise de dados para processar os grandes volumes de informacgoes. A
ferramenta é configurada para identificar padroes e correlagoes entre as variaveis. Os dados
sdo carregados na ferramenta de 1A, dai ela limpa e organiza-os, lidando com valores ausentes
e normalizando as variaveis, depois realiza uma andlise exploratoria, gerando graficos e
estatisticas descritivas. Também identifica correlagoes e prevé tendéncias futuras.

Qual seria o seu julgamento sobre a validade do pesquisador fazer uso dessa
ferramenta para tal finalidade e inserir em sua dissertacdo ou tese de doutorado em Educacao?
(pergunta de natureza explicativa)

22) Caso um pos-graduando utilize 1A para redigir o resumo em portugués de sua disserta¢do
ou tese, vocé vé implicagoes éticas em gerar esse conteudo com a assisténcia de IA? Por que
da sua resposta? (pergunta de natureza explicativa)

SECAO V: Medidas para a preservacio da integridade académica com o uso da IA

23) Segundo Spinak (2023), colaborador do Scientific Electronic Library Online (SciELO) a
introducdo de Inteligéncia Artificial (IA), ChatGPT, Bard, Bing, Copilot e outros esta
transformando rapidamente o cendrio cientifico e ndo ha retorno. Devemos aprender a
conviver com um novo ambiente que ira gerar rupturas em nossos velhos paradigmas e em
muitos aspectos. As ferramentas de IA estdo sendo usadas para automatizar uma ampla gama
de tarefas, desde a analise de dados até a redagdao de manuscritos.

Qual a sua opinido sobre esse posicionamento na elaboragdo de dissertacdo e
tese na area da educacao? (pergunta de natureza interrogativa)

24) Neste cenario apresentado por Spinak, vocé acredita ser necessario alterar a forma de
orientagdo de trabalhos de dissertacao e tese?
( )Sim ( )nao? Sesim, em quais aspectos? (pergunta de natureza interrogativa)

25) O fato de alguns periodicos e associagdes cientificas admitirem o uso da A na comunicagao
cientifica pode ser um fator externo a provocar os programas de pds-graduacao a admitirem
a escrita de dissertacdes e teses em educacao no formato hibrido? Por que da sua resposta?
(pergunta de natureza interrogativa)

26) O que vocé sugere como medidas ou iniciativas tomadas pelas institucionais educacionais
e de pesquisa para que a IA seja integrada as dissertagdes e teses de doutorado em Educagado?
(pergunta de natureza interrogativa)
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27) Quais as possiveis medidas para mitigar os efeitos negativos do uso da [A nas produgdes
escritas em programas de pos-graduagao, a exemplo da escrita da dissertacdo, tese e artigo
submetidos as disciplinas de tais programas? (pergunta de natureza interrogativa)

SECAO VI: Formacio e Orientacio

28) Imagine que o pesquisador utilizou uma ferramenta de IA, como o ChatGPT, para auxiliar
na escrita de uma parte de seu trabalho académico. Imagine que ao comunicar ao seu
orientador que fez uso, qual seria uma possivel reacdo? (pergunta de natureza
interrogativa)

29) Imagine que vocé ¢ professor/a em uma universidade estrangeira reconhecida
mundialmente, onde o uso de IA generativa para a escrita académica se tornou uma
habilidade essencial. Alguns de seus orientandos ndo possuem habilidades para utilizar essas
ferramentas. Como vocé integraria a formagao no uso de IA generativa na trajetoria dos seus
orientandos para garantir que todos adquiram essa competéncia? (pergunta de natureza
hipotética)

SECAO VII: Reflexdes Criticas:

30) De que maneira o uso de ferramentas de IA na escrita académica pode influenciar os
pesquisadores na publicagdo em revistas de alto impacto e obter reconhecimento na sua
area de estudo? (pergunta de natureza interrogativa)

31) Vocé acredita que o uso de IA pode dar vantagem competitiva a certos pesquisadores?
Justifique o porqué da sua resposta? (pergunta interrogativa)

32) Vocé identifica algum impacto do uso da IA na escrita académica para o desempenho de
alguma habilidade do pesquisador? Se sim, em quais aspecto afetaria? (pergunta de natureza
hipotética)

33) Na sua percepgdo, uma dissertagdo ou tese de doutorado em Educacdo, produzida sem
qualquer intervenc¢do da IA (texto artesanal) teria maior prestigio do que aquela que foi
composta hibridamente (texto hibrido)? Ou ambas teriam o mesmo prestigio? Por que da sua
resposta?

34) Quais seriam os fatores externos que podem provocar os programas de pds-gradua¢do em
Educagdo a se mobilizarem em relagdo ao tema da [A em suas pesquisas? Por que da sua
resposta?
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APENDICE C - LISTA DOS PARTICIPANTES DA PESQUISA E DATA DE

REALIZACAO DAS ENTREVISTAS

PROFESSORES (AS) ACADEMICOS (AS)
1. | JOAO 12/07/24 1. | SABRINA 04/07/24
2. | CARLA 11/07/24 2. | MARIA 10/07/24
3. | ESTELA 05/07/24 3. | PAULA 11/07/24
4. | FREDERICO 02/09/24 4. | JOANA 13/07/24
5. | JOELMA 10/07/24 5. | ROSA 31/07/25
6. | HELENA 10/07/24 6. | PEDRO 09/07/24
7. | FLAVIA 11/07/24 7. | PAULO 09/07/24
8. | LAURA 14/02/25 8. | DEBORA 02/04/25
9. | ROBERTO 04/04/25 9. | PRISCILA 05/04/25
10. | SILVIA 12/02/25 10. | MONICA 07/04/25
11. | LUIZA 14/04/25 11. | ISABEL 30/04/25
12. | GERALDA 11/04/25 12. | ANGELICA 12/09/24

Fonte: Fonte: Elaborado pela autora com base no contetido das entrevistas — julho de 2024 a abril de 2025.



268

APENDICE D —- DECLARACAO DE REVISAO LINGUISTICA

DECLARACAO DE REVISAO LINGUISTICA

Declaro, para os devidos fins, que realizei a revisdo linguistica da tese intitulada
"Apropriaghes da Inteligéneia Artificial em Texto Escrito Hibrido na Pés-Graduagio
Stricto Sense  em Educagdo: silenciamentos, tensionamentos, resisténcias e
admissibilidades”, de autoria d¢ Renata Cordeiro Maciel, claborada como requisito
parcial para a obtengdo do titulo de Doutora em Educagdo, pela Universidade de Brasilia

- UnB.
A revisio abrangeu aspectos de ortografia, gramitica, concordancia, regéncia, coesdo ¢

coeréncia textual, respeitando o estilo académico ¢ os limites éticos da revisao linguistica,

sem interferéncia no conteddo ou nas ideias da autora.

Florianopolis (SC), 08 de agosto de 2025.
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