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RESUMO

A partir de uma perspectiva interdisciplinar, que parte da interseccédo entre direito,
tecnologia e discriminagdo, o presente trabalho objetiva analisar o perfilamento
automatizado enquanto uma manifestagdo do racismo algoritmico e, por
consequéncia, os esforcos do Brasil para regulamentagdo dessa técnica através de
normas existentes no ordenamento juridico patrio, a exemplo da Lei Geral de Prote¢ao
de Dados (LGPD), e da iminente regulamentagao da Inteligéncia Artificial (IA) como
uma forma de combate ao racismo estrutural. No primeiro capitulo, sédo feitas
consideragdes técnicas sobre categorias como |A, dados pessoais, big data,
algoritmos e, ndo menos importante, aprendizado de maquina e |A generativa. No
segundo capitulo, discorre-se sobre o racismo como construgao social e estruturante
da sociedade capitalista e, por conseguinte, analisa-se o fendmeno racismo
algoritmico, notadamente a partir de manifestagdes no perfilamento automatizado. Por
fim, no terceiro e ultimo capitulo, sdo analisados mecanismos presentes na legislagao
de protecdo de dados pessoais, assim como em iniciativas globais e nacionais, a
exemplo do Projeto de Lei n. 2.338/2023, formas de inibir violagdes a direitos
fundamentais e de contribuir para a protecdo da populagdo negra ante os riscos
discriminatorios do perfilamento automatizado.

Palavras-chave: Perfilamento. Racismo algoritmico. Inteligéncia artificial — IA.
Regulacgdo. Lei Geral de Protegao de Dados — LGPD.



ABSTRACT

From an interdisciplinary perspective, which begins at the intersection of law,
technology, and discrimination, this paper aims to analyze automated profiling as a
manifestation of algorithmic racism and, consequently, Brazil's efforts to regulate this
technique through existing standards in the national legal system, such as the Brazilian
General Data Protection Law (LGPD), and the imminent regulation of Artificial
Intelligence (Al) as a way to combat structural racism. The first chapter presents
technical considerations on categories such as Al, personal data, big data, algorithms,
and, no less importantly, machine learning and generative Al. The second chapter
discusses racism as a social and structuring construct of capitalist society and,
consequently, analyzes the phenomenon of algorithmic racism, notably through its
manifestations in automated profiling. Finally, the third and final chapter analyzes
mechanisms present in personal data protection legislation, as well as in global and
national initiatives, such as Bill no. 2.338/2023, ways to inhibit violations of
fundamental rights and to contribute to the protection of the Black population against
the discriminatory risks of automated profiling.

Keywords: Profiling. Algorithmic racism. Artificial intelligence — Al. Regulation.
Brazilian General Data Protection Law — LGPD.
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1. INTRODUGAO

Por que falar de raga quando falamos de dados pessoais, inteligéncia artificial
e algoritmos? E com essa indagagdo que Johanna Monagreda (2024) parte em uma
miss&o com o objetivo de interssecionar e explicar a relagédo entre categorias distintas,
mas que guardam estreita conexdo. Muitas podem ser as respostas para esse
questionamento. Na economia digital, os dados pessoais s&o tratados como um
recurso valioso, muitas vezes comparado ao "novo petroleo", por ser o combustivel
necessario ao desenvolvimento e funcionamento de algoritmos de inteligéncia
artificial. E dessa forma que produtos, servigos e estratégias s&o criados diariamente.
A raca entra na equagado como uma das bases fundantes desse sistema complexo e
imbricado. Assim, sem delongas, é suficiente dizer que sistemas de opressao
caracteristicos da sociedade capitalista, como o racismo, também estruturam o mundo
digital, reproduzindo e automatizando desigualdades, exclusdes, vigilancias e
discriminagdes contra grupos racializados, especialmente a populagéo negra.

A ascensdo da inteligéncia artificial e a expansdo do processamento de
grandes volumes de dados, ou big data, reconfiguraram as dinamicas sociais,
econdmicas e politicas do século XXI, promovendo inovagdes que transformaram
desde interagdes cotidianas até processos decisorios complexos. Nesse contexto, o
perfilamento automatizado, técnica que utiliza algoritmos de inteligéncia artificial para
inferir caracteristicas, comportamentos e/ou preferéncias de individuos e grupos,
tornou-se uma ferramenta central em setores como seguranga publica, saude,
educacdo, marketing, finangas, entre outros.

No entanto, o uso indiscriminado de sistemas de IA tem revelado sérios
desafios éticos e juridicos, particularmente frente ao fenébmeno do racismo algoritmico,
que perpetua desigualdades estruturais ao incorporar e reproduzir vieses historicos e
sociais, impactando desproporcionalmente a populagdo negra. Estudos como os de
Noble (2018) e Benjamin (2019), apontam que sistemas algoritmicos, ao refletirem
dados enviesados e decisbes de design orientadas por interesses econdémicos,
frequentemente reforcam injusticas e esteredtipos raciais, com consequéncias
danosas em areas como justi¢ca criminal e recrutamento.

Este trabalho propde uma analise do perfilamento automatizado como uma
manifestagcdo do racismo algoritmico, com o objetivo de compreender como essa

tecnologia contribui para a reprodugao de desigualdades raciais. A pesquisa avalia,
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ainda, os esforgos do ordenamento juridico brasileiro para enfrentar esses desafios,
com foco na Lei Geral de Protecdo de Dados Pessoais (LGPD — Lei n°® 13.709/2018)
e no Projeto de Lei n° 2.338/2023, que busca regulamentar a IA no pais. Adotando
uma abordagem interdisciplinar, que articula direito, tecnologia e estudos sobre
discriminagdo, este estudo visa identificar os riscos inerentes aos sistemas
algoritmicos e analisar a eficacia dos instrumentos normativos disponiveis para
proteger a populagdo negra contra praticas discriminatérias, promovendo reflexdes
sobre o papel do direito na construgdo de uma sociedade mais equitativa.

A relevancia deste estudo é reforgada pela crescente dependéncia global
de tecnologias de IA, que podem ampliar desigualdades se ndo forem adequadamente
regulamentadas. No Brasil, onde a populagdo negra representa mais de 50% dos
habitantes, mas enfrenta barreiras sistematicas em diversas esferas, a auséncia de
regulamentagdes especificas e a opacidade dos sistemas algoritmicos agravam os
riscos de discriminagéo. Este trabalho busca contribuir para o debate académico e
juridico, oferecendo reflexdes sobre como o ordenamento brasileiro pode enfrentar os
desafios do racismo algoritmico, promovendo transparéncia, responsabilidade e
protecao efetiva a populagao negra.
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2. INTELIGENCIA ARTIFICIAL: ENTRE DADOS E ALGORITMOS

2.1. Uma breve introdugao a inteligéncia artificial

A definicdo mais difundida sobre Inteligéncia Artificial (IA) na cultura popular
tem estreita relacdo com a capacidade de maquinas e sistemas computacionais
realizarem tarefas que, usualmente, sdo reproduzidas por seres humanos e, portanto,
exigem inteligéncia humana. Essa vis&o, que esta de certa forma alinhada a realidade
que hoje se observa, pouco se aproxima daquela que outrora era nutrida pela
populagdo mundial durante o século XX e associada fortemente a superagao da
espécie humana pelas maquinas' — gragas, em grande parte, as narrativas de ficgéo
cientifica, como 2001: Uma Odisseia no Espaco, de Stanley Kubrick; Eu, Robd, de
Isaac Asimov; e Matrix, de Lana e Lily Wachowski.

Embora a inteligéncia artificial se manifeste em contextos extraordinarios tais
quais os previstos no passado, como em carros autbnhomos e no setor de saude
através do diagnostico e tratamento de doengas, sua presenca é percebida em
atividades triviais do dia a dia (e.g, por meio dos motores de busca, como o Google e
o Bing, no atendimento automatizado — chatbot —, nas analises de créditos e na
indicagao personalizada de produtos/conteudo na internet, especialmente em redes
sociais e aplicativos de streaming). Trata-se de um campo de estudo vasto e uma area
multifacetada, sendo um verdadeiro desafio defini-la sem diminuir ou limitar sua
grandiosidade e importancia na era digital.

Peter Norvig e Stuart Russell explicam que, historicamente, € possivel deduzir,
ao menos, quatro definicbes de inteligéncia artificial que estdo dispostas em duas
dimensdes: as que se relacionam a processos de pensamento e raciocinio e as que
se referem ao comportamento (Russell; Norvig, 2013). Tais dimensdes se desdobram
em nivel de sucesso, o0 qual é mensurado em termos de fidelidade ao desempenho
humano e ao conceito ideal de inteligéncia, a denominada racionalidade. Assim,
segundo os autores, quatro sdo as estratégias seguidas para o estudo da inteligéncia
artificial: a abordagem humana, que consiste pensar ou agir como um ser humano, e
a abordagem da racionalidade, que, por outro lado, consiste em pensar ou agir de
forma ideal, ou seja, racionalmente (Tabela 1).

' Essa perspectiva coincide com o conceito de Superinteligéncia Artificial (“Super IA”), que € um tipo
hipotético de inteligéncia artificial que possui capacidades cognitivas muito superiores as dos seres
humanos, abrangendo raciocinio, aprendizado, tomada de decisbes e outras habilidades intelectuais.
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Tabela 1 — Algumas definicbes de inteligéncia artificial

Pensando como um humano

Pensando racionalmente

“O novo e interessante esforgo para fazer os computadores
pensarem (...) mdquinas com mentes, no sentido total e
literal.”

(Haugeland, 1985)

“[ Automatiza¢do de] atividades que associamos ao

a resolugdo de problemas, o aprendizado...” (Bellman,
1978)

pensamento humano, atividades como a tomada de decisoes,

“O estudo das faculdades mentais
pelo uso de modelos
computacionais.” (Charniak e
McDermott, 1985)

“O estudo das computacdes que
tornam possivel perceber,
raciocinar e agir.” (Winston, 1992)

Agindo como seres humanos

Agindo racionalmente

inteligéncia quando executadas por pessoas.” (Kurzweil,
1990)
“O estudo de como os computadores podem fazer tarefas
que hoje sdo melhor desempenhadas pelas pessoas.” (Rich
and Knight, 1991)

“A arte de criar maquinas que executam fungdes que exigem

“Inteligéncia Computacional é o
estudo do projeto de agentes
inteligentes.” (Poole et al., 1998)

“Al.. esta relacionada a um
desempenho inteligente de
artefatos.” (Nilsson, 1998)

Fonte: Russell; Norvig, 2013, p. 25.

Para Taina Aguiar Junquilho, “a A ndo é a reprodugao exata do comportamento

humano, mas apenas algumas fungdes especificas do cérebro humano”, logo, “defini-

la passa por compreender como funcionam os modelos de aprendizagem da maquina

e saber identificar qual a melhor técnica se ajusta ao problema a ser resolvido”
(Junquilho, 2023, p. 30).

Na missao de definir o que seria inteligéncia artificial, ha, ainda, aqueles que

mesclam elementos para conferir ao campo uma definigdo tecnicamente precisa e

abrangente, como € o caso do Parlamento Europeu, que assim a descreve:

(...) a capacidade de uma maquina exibir habilidades semelhantes as
humanas, como raciocinio, aprendizado, planejamento e criatividade. A 1A
permite que sistemas técnicos percebam seu ambiente, lidem com o que
percebem, resolvam problemas e ajam para alcangar um objetivo especifico.
O computador recebe dados — ja preparados ou coletados por meio de seus
préprios sensores, como uma camera —, 0s processa e responde. Sistemas
de |A sdo capazes de adaptar seu comportamento até certo ponto, analisando

os efeitos de agdes anteriores e trabalhando de forma auténoma? (tradugéo

nossa).

2 European Parliament News. What is artificial intelligence and how is it used? Parlamento Europeu,

4

de setembro de 2020.

Disponivel em:

https://www.europarl.europa.eu/topics/en/article/20200827 STO85804/what-is-artificial-intelligence-
and-how-is-it-used. Acesso em: 14 fev. 2025.
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E também da Organizagdo para a Cooperagdo e Desenvolvimento
Econémico (OCDE), que concebeu uma definigdo de inteligéncia artificial com o intuito
de ser tecnologicamente neutra e aplicavel a horizontes temporais de curto e longo
prazo. E, assim, uma definicdo esculpida para ser abstrata e ampla o suficiente para
abranger a maioria das definicbes mais precisas utilizadas pelas comunidades
cientifica, empresarial e politica:

Um sistema de IA é um sistema baseado em maquina que, para objetivos
explicitos ou implicitos, infere, a partir das informagdes recebidas, como gerar
resultados, como previsdes, conteludo, recomendagdes ou decisdes que
podem influenciar ambientes fisicos ou virtuais. Diferentes sistemas de IA

variam em seus niveis de autonomia e adaptabilidade apds a implantag&o.?
(tradug@o nossa).

O conceito de IA é dinamico e evolui constantemente, assim como a tecnologia
em si. Nesse sentido, a compreensao da inteligéncia, enquanto parte da experiéncia
humana e que consiste no conjunto de habilidades (entender, pensar, raciocinar,
interpretar e julgar) de uma espécie que permitem, de maneira geral, interagir com o
ambiente e adaptar-se a novas situagbes?, é essencial para apreender o significado
de inteligéncia artificial, ou seja, € o ponto de partida.

Para Dora Kaufman, a inteligéncia € encarada como “a capacidade de
compreender ideias complexas, de se adaptar efetivamente ao ambiente, de aprender
com a experiéncia, de se envolver em varias formas de raciocinio, de superar os
obstaculos” (Kaufman, 2019, p. 16). Surge dai a questao se sistemas de |IA sdo ou
podem vir a ser considerados “conscientes”, uma vez que a consciéncia € um atributo
humano e que se relaciona ao conceito de inteligéncia.® John Searle, notdrio fildsofo
americano, defende que “o aspecto primario e mais essencial das mentes é a

consciéncia”, a qual ele entende como “os estados de conhecimento ou percepgao

3 OEDC. Explanatory Memorandum on the Updated OECD Definition of An Al System. Disponivel
em: https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/03/explanatory-
memorandum-on-the-updated-oecd-definition-of-an-ai-system_3c815e51/623da898-en.pdf.  Acesso
em: 5 jun. 2025.

4 INTELIGENCIA. In: Dicionario da Academia Brasileira de Letras. Disponivel em:
https://servbib.academia.org.br/dIp/. Acesso em: 5 junho de 2025.

<http://www.academia.com.br>. Acessado em 12/02/2003.

5 Embora relacionaveis, os termos inteligéncia e consciéncia nao sdo sindnimos. A inteligéncia refere-
se, de modo geral, a capacidade de processar informagdes, resolver problemas, aprender com
experiéncias, adaptar-se a novos contextos e realizar tarefas complexas. Ja a consciéncia consiste na
experiéncia subjetiva de estar ciente de si mesmo e do ambiente, incluindo sensagbes, pensamentos
e emogdes. Ambos os conceitos estdo intrinsicamente associados experiéncia humana. Na literatura
sobre tema, ndo existe consenso sobre o que seria inteligéncia e/ou consciéncia.
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que comeg¢am quando acordamos de manha depois de um sono sem sonhos e
continuam durante o dia até que adormegamos novamente” (Searle, 2000, p. 26).

Para Searle, ha trés caracteristicas comuns aos estados conscientes: sao
internos, qualitativos e subjetivos. Internos porque acontecem dentro do corpo,
especificamente dentro do cérebro, de modo que “a consciéncia ocorre
necessariamente dentro de um organismo ou de algum outro sistema” (Searle, 2000,
p. 27). Qualitativos porque “ha, para cada um deles, um determinado modo de senti-
lo, uma determinada caracteristica qualitativa” (Searle, 2000, p. 26). E, por fim,
subjetivos por “serem sempre experimentados por um sujeito humano ou animal.
Portanto, os estados conscientes tém o que se pode chamar de ‘ontologia da primeira
pessoa’. Ou seja, existem apenas do ponto de vista de algum agente, organismo,
animal ou pessoa que os possua. Os estados conscientes tém um modo de existéncia
na primeira pessoa” (Searle, 2000, p. 27). Nessa perspectiva, a consciéncia € tida
como um fenémeno bioldgico intrinsecamente humano, resultado de processos
cerebrais, mas com caracteristicas subjetivas unicas, como intencionalidade e qualia
(experiéncias subjetivas).

Kate Crawford defende que a ideia de “inteligéncia” artificial € equivocada, pois
a dita inteligéncia ndo é intrinseca aos sistemas de |A e sua capacidade vem de
treinamento intensivo com grandes volumes de dados, o que exige intervengéo
humana constante (Crawford, 2021, p. 8). Stuart Russell apresenta ponto de vista
similar ao de Crawford, no sentido de que haveria um erro de definicdo de IA, pois, ao
contrario dos seres humanos, as maquinas inteligentes n&o sao capazes de agir para
alcancar objetivos préprios (Russell, 2019). Os objetivos sdo atribuidos aos sistemas
inteligentes pelos seres humanos — e, nesse ponto, € que, para o autor, consiste a
inteligéncia: € a capacidade de atingir os seus objetivos, de agir com sucesso.
Portanto, a maquina faltaria consciéncia, a partir da percepc¢ao de si e do mundo ao
seu redor, o que “impde um limite a inteligéncia artificial, que acredita que nunca sera
dotada de consciéncia, razdo pela qual entende que nao podera sentir e tampouco
competir com a inteligéncia humana” (Marques, 2020, p. 23).

Marvin Minsky, no entanto, desafia essa corrente ao propor que a inteligéncia
€ ndo uma prerrogativa exclusivamente humana. No artigo “Communication with Alien
Intelligence”, publicado em 1985, o precursor do campo da inteligéncia artificial
argumenta que a inteligéncia, definida como a capacidade de resolver problemas

dificeis de forma rapida e inovadora — como construir espaconaves ou sistemas de
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comunicagao de longa distancia —, € um trago que pode ser compartilhado por outras
especies inteligentes, incluindo alienigenas (Minsky, 1985). N&o obstante a
proposi¢cao de Minsky tenha sido apresentada ao mundo ha muitos anos, e antes do
periodo conhecido como verdo da IA® oferece uma perspectiva distinta para se
enfrentar a questao, considerando especialmente que “as técnicas atuais de IA lidam
com percepgdo, andlise de texto, processamento de linguagem natural (PNL),
raciocinio légico, sistemas de apoio a deciséo, analise de dados e analise preditiva”
(Kaufman, 2022, p. 11).

E certo que nenhuma definicdo consegue abranger suficientemente todos os
aspectos da tecnologia e de seu potencial (Steibel; Vicente; De Jesus, 2020). Primeiro
porque existem variados tipos de inteligéncia e no campo dos estudos da mente, que
se estendem por areas como a psicologia, filosofia e neurologia, ndo existe um
consenso a respeito do significado de inteligéncia (Lage, 2020). E, por assim ser, em
segundo lugar, nem todo sistema de |A é capaz de observar, agir ou criar, ao passo
que outros sao capazes de nao apenas se comportar conforme programado, como
também ir além ao produzir resultados inesperados ou inexplicaveis.?

Vale dizer que a complexidade inerente a IA é consequéncia de sua construgéo
como uma tecnologia que agrega conhecimento de areas inumeras, a exemplo da
ciéncia da computagédo, matematica, engenharia, filosofia, economia, psicologia, entre
outras (Russell; Norvig, 2013). Comumente atribui-se a figuras como os filésofos
Aristoteles e Ramon Llull as bases da evolugéo gradual do pensamento humano sobre
a sistematizagdo do raciocinio, da logica e da automagdo do conhecimento —
resultando na origem historica da IA (Silva, 2020). Aristoteles em suas proposigdes
pretendeu "codificar" o processo de raciocinio humano por meio de silogismos, que
sdo formas de dedugdo légica que estruturam argumentos em premissas e

conclusdes. Essa sistematizagdo do pensamento foi um marco porque forneceu um

6 Periodo de grande entusiasmo, investimento e avangos significativos na pesquisa e aplicagido de
inteligéncia artificial. Cita-se como exemplos o periodo entre 1990 e 2000 e de 2010 até os dias atuais.
" Processamento de Linguagem Natural (PLN) é uma tecnologia da inteligéncia artificial que utiliza
métodos formais para analisar, interpretar, manipular e gerar textos em linguagem humana, permitindo
que maquinas compreendam e interajam de forma natural com idiomas humanos.

8 Segundo Taina Aguiar Junquilho, “a tematica tem aflorado no mundo e fez surgir amplas pesquisas
no que se tem chamado de Explainable Al (XAl), as quais exploram e pretendem avangar na explicagdo
das decisbes tomadas pela |IA, em especial as que utilizam os modelos de redes neurais, cujos
resultados sao per si opacos. producéo cientifica na area de XAl tem aumentado nos uUltimos anos e se
dedicado a estudar técnicas e metodologias para compreensdo e inteligibilidade dos modelos de
aprendizagem profunda” (2023, pp. 16-17).
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meétodo para representar e validar o raciocinio de maneira formal, algo essencial para
a |IA moderna, que depende de regras logicas para processar informacgoes.

Ja Llull destacou-se por sua Ars Magna (A Grande Arte, tradugdo nossa), uma
"engrenagem" teodrica destinada a responder todos os problemas por meio de
combinagdes sistematicas de conceitos. A Ars Magna consistia em um sistema logico-
combinatoério baseado em discos giratérios que representavam categorias filosoficas
e teoldgicas (e.g., Deus, bem, verdade), permitindo gerar proposi¢des a partir de suas
interconexdes. Llull acreditava que esse mecanismo poderia revelar verdades
universais de forma mecanica, sem depender exclusivamente da intuicdo humana.
Embora as contribuicbes tenham sido consideradas percussoras para suas
respectivas épocas, idade antiga (século IV a.c.) e idade média (século Xlll), eram
limitadas em razao dos recursos disponiveis e do proprio marco temporal — visto que
o avango tecnoldgico era lento e as teorias demoravam a ganhar forma. Isso n&o
impediu, no entanto, que fossem revisitadas e aprimoradas por seus sucessores, que
nao desistiram da ideia de simular ou automatizar o pensamento humano, sendo o
caso de Gottfried Wilhelm Leibniz, Charles Babbage e Ada Lovelace.

Nao obstante as contribuicbes advindas dos tedricos mencionados, o0 campo
da inteligéncia artificial comegou a se desenvolver efetivamente no século XX, por
meio de trabalhos realizados entre as décadas de 1930 e 1950. Destaca-se, nesse
periodo, o artigo escrito em 1943 por Warren McCulloch e Walter Pitts sobre Redes
Neurais, no qual se sugeriu a possibilidade de simular o sistema nervoso humano
utilizando estruturas de raciocinio artificial representadas por modelos matematicos®;
e o estudo pioneiro publicado em 1950 pelo cientista britdnico Alan Turing, por meio
do qual propds-se critérios para avaliar a “inteligéncia” das maquinas.'® A obra de
Turing trouxe ao centro do debate cientifico o questionamento sobre a capacidade de
computadores raciocinarem como seres humanos. Por intermédio de um experimento
denominado Teste de Turing (ou Jogo da Imitag&o), o cientista visava determinar se
uma maquina tinha a capacidade de simular atitudes tdo semelhantes as de uma
pessoa a ponto de se tornar impossivel diferencia-las em conversas com
interlocutores nao visiveis, fossem eles pessoas ou maquinas. Se a maquina

conseguisse confundir o examinador humano, ela seria considerada inteligente,

® Mcculloch, Warren Sturgis; Pits, Walter. A logical calculus of the ideas immanent in nervous
activity. The bulletin of mathematical biophysics, 5(4): 115-133, 1943.
9 Turing, Alan Mathison. Computing machinery and intelligence. In: Mind, v. 59, p. 433-460, 1950.
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necessitando, para isso, de aptiddes em compreensdo da linguagem natural e
pensamento racional.

Estes s&o tidos como trabalhos pioneiros sobre |A, produzidos em uma época
em que eram praticamente inexistentes os esforcos para criagdo de uma area
especifica. Porém, o marco zero da IA moderna ocorreu em 1955, durante a
Conferéncia de Dartmouth, organizada por John McCarthy, entdo professor na
Dartmouth College. McCarthy, junto com Marvin Minsky, Nathaniel Rochester e
Claude Shannon, propds um workshop de dois meses para explorar como maquinas
poderiam simular inteligéncia humana. A proposta de McCarthy trazia pela primeira

vez o termo inteligéncia artificial e assim enunciava:

Propusemos que um estudo de dois meses e dez homens sobre inteligéncia
artificial fosse realizado durante o verao de 1956 no Dartmouth College, em
Hanover, New Hampshire. O estudo era para prosseguir com a conjetura
basica de que cada aspecto da aprendizagem ou qualquer outra
caracteristica da inteligéncia pode, em principio, ser descrita t&o
precisamente a ponto de ser construida uma maquina para simula-la. Sera
realizada uma tentativa para descobrir como fazer com que as maquinas
usem a linguagem, a partir de abstragcdes e conceitos, resolvam os tipos de
problemas hoje reservados aos seres humanos e se aperfeicoem. Achamos
que podera haver avango significativo em um ou mais desses problemas se
um grupo cuidadosamente selecionado de cientistas trabalhar em conjunto
durante o veréo. (Mccarthy et al., 1955, tradugédo nossa)

Este momento representou uma virada, pois definiu a IA como uma
disciplina cientifica com objetivos claros e delimitados, entre os quais estavam:
resolver problemas complexos reservados aos humanos; compreender a linguagem
natural e a partir dai gera-la; aprender com a experiéncia; formar conceitos e
abstragdes; realizar tarefas criativas e, ndo menos importante — mas certamente o
mais desafiador —, simular aspectos do cérebro humano. Embora a conferéncia tenha
definido esses objetivos, os resultados imediatos foram modestos devido as limitagdes
tecnolégicas da época — especialmente em virtude das maquinas com pouca
capacidade de processamento — e a subestimagao da complexidade da inteligéncia
humana. Ainda assim, Fernanda de Carvalho Lage aponta avangos tecnoldgicos
observados nos anos seguintes que ajudaram na maturagao epistemologica do campo
da Inteligéncia Artificial (Lage, 2020):

1966: Os anos de 1956 a 1966 foram plenos de avangos no campo da
IA. Pode-se destacar: i) em 1958, John McCarthy desenvolve a
linguagem de programagdo LISP, que se torna a linguagem de
programacao mais popular usada na pesquisa de inteligéncia artificial;
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ii) em 1959, Arthur Samuel inventa o termo "aprendizado de maquina”,
relatando a programacéo de um computador 'para que ele aprenda a
jogar um jogo de damas melhor do que o que pode ser jogado pela
pessoa que escreveu o programa'’; iii) em 1961, o primeiro robd
industrial, Unimate, comeca a trabalhar em uma linha de montagem em
uma fabrica da General Motors em Nova Jersey; iv) contudo, o marco
€ 0 ano de 1966, quando Joseph Weizenbaum criou a ELIZA, o
primeiro chatbot (embora o termo chatbot somente tenha sido cunhado
em 1994) com o objetivo de responder as perguntas de tal forma que
as pessoas tivessem a impressao de estar conversando com outra
pessoa € ndo com um programa de computador. O software Eliza,
opera utilizando uma técnica de repetir (reformular) trechos das frases
dos usuarios para parecer que tem um extenso vocabulario. Foi a
primeira tentativa de criagdo de um software que pudesse tentar passar
no Teste de Turing, vez que conseguia reconhecer cerca de 250 tipos
de frases.

1972: O WABOT-1 foi o primeiro robd antropomarfico desenvolvido no
mundo. Consistia em um sistema de controle de membros, um sistema
de visdo e um sistema de conversacdo. O WABOT-1 era capaz de se
comunicar em japonés e medir distdncias e dire¢des para os objetos
usando receptores externos, ouvidos e olhos artificiais e uma boca
artificial. Estima-se que o WABOT-1 tinha a faculdade mental de uma
crianga de um ano e meio.

Conforme destaca a autora, entre os anos de 1974 e 1984, o campo da IA
passou por seu primeiro inverno, visto que, a despeito do entusiasmo inicial, o relatério
Lighthill'* apontou que as descobertas feitas até aquele momento ndo foram
acompanhadas do impacto prometido. Como consequéncia, os investimentos e
financiamentos na area de |IA foram afetados (Lage, 2020, p. 31). O segundo inverno
ocorreu entre os anos de 1987 e 1993, quando, mais uma vez, as expectativas e
promessas ndo foram atendidas e se tornou caro financiar e investir em projetos e
pesquisas que ndao davam o retorno esperado.

Com a evolugao da internet e dos microprocessadores, a inteligéncia artificial
ressurgiu nos anos 2000 como uma for¢ga proeminente no cenario tecnolégico e
cientifico, transformando-se em um campo fértil para estudos e pesquisas e uma area
de grande interesse publico e do mercado (Peixoto; Silva, 2019). A partir dai, deu-se
inicio a primavera da |A, periodo marcado por avangos significativos, tal como a vitoria
do Deep Blue'? sobre o campe&o mundial de xadrez, Garry Kasparov, em 1997, e pelo
retorno dos investimentos na area. A partir da década de 2010, o campo da IA passou

a experienciar um dos seus verdes, marcado e impulsionado pela ascensao “dos

" Trata-se de artigo académico produzido pelo matematico James Lighthill na forma relatério, cujo
objetivo era avaliar a pesquisa académica na area de inteligéncia artificial. Disponivel em:
https://rodsmith.nz/wp-content/uploads/Lighthill_1973 Report.pdf. Acesso em: 18 jun. 2025.

2 Sistema de computagdo complexo projetado pela IBM para jogar xadrez. Contava com 256
processadores trabalhando em conjunto, capaz de avaliar cerca de 200 milhdes de posi¢cdes de xadrez
por segundo. Vide: https://www.britannica.com/topic/Deep-Blue. Acesso em: 24 jun. 2025.
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dados (Big Data) e 0 aumento na capacidade de armazenamento desses, somado ao
aperfeigoamento dos algoritmos, sequéncia de cddigos que automatizam decisées,
fatores que proporcionaram o desenvolvimento da aprendizagem profunda”

(Junquilho, 2023, p. 23). A figura abaixo representa a evolugéo da IA.

Figura 1 — Linha do tempo da IA com base em eventos histéricos

1950: | 2005: 2016:
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"Inteligéncia  apresentada do primeiro
Artificial" modelo GPT

Fonte: Chahad; Issa, 2024, p. 22.

Atualmente, o campo da IA vive um dos seus periodos mais promissores e de
altos investimentos em pesquisas e no desenvolvimento de maquinas e sistemas
sofisticados, sem qualquer indicio de desaceleracdo. No entanto, ha de se pontuar
que, conforme mostra a histéria, o0 movimento da IA “ndo é retilineo, tendo sofrido
invernos e periodos de relativo desprestigio” (Junquilho, 2023, p. 23). E, assim, antes
de mais nada, um movimento ciclico e que depende de fatores favoraveis para
florescer, tais como aplicagdes praticas amplas, apoio governamental e regulatério, e

investimentos massivos.

Nos proximos capitulos, serdo destrinchados os aspectos essenciais do
funcionamento da IA, a comecar pelo seu principal “combustivel”: os dados pessoais.
2.2. Dados pessoais e big data

A origem dos dados pessoais se confunde com a histéria da humanidade. Muito
antes da internet e da automacao das decisdes, as pessoas ja reuniam e avaliavam

dados brutos em busca de padrbes. Eram os primérdios da estatistica relacionada a
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temas inerentemente humanos, surgidos da analise detalhada de dados pessoais
para revelar comportamentos, realidades e anseios sociais.

Desde sempre, os dados pessoais tém servido para moldar acgdes
governamentais, impulsionar o desempenho de agentes econdmicos, verificar a
aceitacao de produtos e servigos perante a populagao, avaliar candidatos a vagas de
empregos, entre outras aplicagdes. A evolugdo humana e tecnoldgica permitiu refinar
a obtencdo de dados pessoais e a interpretacdo das informagdes neles contidas.
Contudo, em esséncia, seu propadsito inicial se mantém inalterado, e eles continuam
sendo ferramentas valiosas para a analise de diferentes cenarios inferidos a partir de
modelos matematicos (Lindoso, 2019).

Um efeito direto do aprimoramento na coleta de dados € que qualquer
informacéo ligada a uma pessoa especifica passa a ser vista como dado pessoal. Isso
abrange desde informagdes como nome, data de nascimento, sexo e raga/etnia, até
o tempo gasto em redes sociais, interagdes online e pesquisas em motores de busca,
como o Google. A quantidade de informacdes que podem ser obtidas na internet e
gue sao consideradas dados pessoais é vasta, a medida que relacionam ac¢des ou
caracteristicas a um individuo em particular.

Numa concepcéo restrita, um dado pessoal pode ser definido como a
descricdo de ocorréncias relacionadas a um individuo identificado, ou seja,
informagdes que se referem a alguém que € conhecido e distinguivel dentro de um
grupo ou da coletividade (Machado, 2023). Nesse caso, a identificagdo acontece por
meio de dados especificos, conhecidos como identificadores, que tém uma ligagao
bem forte e pessoal com cada individuo. Esses identificadores podem ser
classificados como diretos e/ou indiretos.

Nessa perspectiva, identificadores diretos sao informagdes que, por si so,
permitem a identificacdo imediata de uma pessoa natural sem a necessidade de
dados adicionais. Sdo dados que possuem uma conexao direta e inequivoca com o
titular, como o nome completo, numero de CPF, RG, numero de passaporte, endereco
de e-mail, numero de telefone associado a um individuo especifico, entre outros. Ja
os identificadores indiretos sao informacdes que, isoladamente, nao identificam uma
pessoa, mas, quando combinadas com outros dados ou dentro de um contexto,
podem permitir a sua identificagdo. E necessario, no entanto, um processo de
cruzamento ou analise para estabelecer a conexdo com o titular, sendo o caso do

endereco IP, da localizagdo geografica, dos padrdes de comportamento online (como
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histérico de navegacao), das caracteristicas demograficas (idade, género, profisséo),
ou mesmo identificadores técnicos, como cookies ou IDs de dispositivos.'3

De outro lado, a concepcdo ampla se estende para além da simples
identificacdo de uma pessoa natural, englobando também informag¢des de natureza
pessoal que dizem respeito a individuos identificaveis. Por esse ponto de vista, dados
pessoais ndo se restringem a presenca de identificadores diretos que distinguem um
individuo em particular. Dados que s&o suscetiveis de levar a identificacdo de uma
pessoa também sdo considerados pessoais. Essa abordagem abrange n&o apenas
identificadores diretos, mas também identificadores indiretos, desde que seja possivel,
com meios razoavelmente disponiveis, associar esses dados a uma pessoa especifica
(Machado, 2023).

E seguro dizer que o ordenamento juridico brasileiro trilhou um caminho
semelhante ao da Unido Europeia'™ ao incorporar uma definicdo ampla de dado
pessoal. De acordo com o artigo 5° inciso |, da Lei Geral de Protecdo de Dados
(LGPD), o conceito de dado pessoal no contexto da prote¢cdo de dados no Brasil se
refere a “qualquer informagao que possa identificar ou tornar identificavel uma pessoa
natural’. Essa definicdo legal apenas reforga o que a Lei de Acesso a Informacgao (Lei
n. 12.527/2011) ja estabelecia, em seu artigo 4°, inciso IV, ao definir informacao
pessoal como “aquela que se relaciona a uma pessoa fisica identificada ou que possa
ser identificada”.

O legislador ordinario em um esforgo para delimitar a natureza juridica do dado
pessoal, aproximou-a da corrente que defende ser uma extensédo da personalidade
do individuo™ — e que, por assim ser, relaciona-se diretamente com direitos

fundamentais tais como o direito a privacidade e a liberdade —, contrastando com a

'3 Em consonancia com o Considerando 30 do GDPR. Unido Europeia. Regulamento (UE) n° 2016/679
do Parlamento Europeu e do Conselho, de 23 de abril de 2016, relativo a protecdo das pessoas
singulares no que diz respeito ao tratamento de dados pessoais e a livre circulagdo desses dados e
que revoga a Diretiva 95/46/CE (Regulamento Geral sobre a Protecdo de Dados). Jornal Oficial da
Unido Europeia, Estrasburgo, 04/05/2016. Disponivel em: <https://eur-lex.europa.eu/legal-
content/PT/TXT/HTML/?uri=CELEX:32016R0679&from=PT>. Acesso em: 4 fev. 2025.

4 Nos termos do art. 4° da GDPR, dado pessoal & definido como “informacgéo relativa a uma pessoa
singular identificada ou identificavel («titular dos dados»); é considerada identificavel uma pessoa
singular que possa ser identificada, direta ou indiretamente, em especial por referéncia a um
identificador, como por exemplo um nome, um numero de identificagdo, dados de localizagao,
identificadores por via eletrénica ou a um ou mais elementos especificos da identidade fisica, fisioldgica,
genética, mental, econémica, cultural ou social dessa pessoa singular”.

5 Vide os arts. 1° e 2° da LGPD que dispdem, respectivamente, que o objetivo da lei consiste em
“proteger os direitos fundamentais de liberdade e de privacidade e o livre desenvolvimento da
personalidade da pessoa natural” e que a disciplina de protecdo de dados pessoais tem como
fundamentos, entre outros, o respeito a privacidade, a autodeterminagdo informativa e o livre
desenvolvimento da personalidade.
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corrente oposta que o compreende como um bem juridico. Um expoente dessa ultima

corrente € o renomado tedrico Lawrence Lessing, que, em 1998, ja enunciava que:

Dados sdo um ativo. Sdo um recurso que se tornou extremamente valioso. E,
a medida que se tornaram extremamente valiosos, o comércio tentou explora-
los. Esse uso tem um custo — uma externalidade suportada por aqueles que
preferem que esses dados ndo sejam usados. Portanto, o truque & construir
um regime em que aqueles que usariam os dados internalizem esse custo.
Um regime que garanta que eles paguem por esse custo. As leis de
propriedade sdo um desses regimes. Se os individuos pudessem receber o
direito de controlar seus dados, ou mais precisamente, se aqueles que
usariam os dados tivessem primeiro que garantir o direito de uséa-los, entao
uma negociacao poderia ocorrer sobre se, e em que quantidade, os dados
deveriam ser usados. O mercado, isto &, poderia negociar esses direitos, se
um mercado para esses direitos pudesse ser construido (Lessing, 1998, p.
17, tradugdo nossa).

Conforme evidencia Amalia Batocchio, a preferéncia na classificagdo do dado
pessoal enquanto propriedade e, portanto, bem juridico, € temporal e concentrada
sobretudo na literatura dos Estados Unidos, sendo poucos os trabalhos
contemporaneos que endossam essa visdo (Batocchio, 2023). Dessa forma, ao
associarem caracteristicas e qualidades a um determinado usuario, os dados
pessoais delineiam sua esséncia no ciberespaco e, consequentemente, remetem a
sua personalidade. O usuario, por sua vez, passa a possuir todos os atributos
inerentes a condicdo humana, protegidos no ordenamento juridico brasileiro sob o
manto dos direitos de personalidade (Lindoso, 2019).

A evolugéo dessa corrente proporcionou intensos debates'® que culminaram na
constitucionalizagado do direito a protecdo de dados a partir da introdugéao do art. 5°,
inciso LXXIX, a Constituicdo Federal. Surge dai um direito fundamental que é
compreendido como parte integrante da personalidade e, por conseguinte, é
intransmissivel, irrenunciavel e ndo pode sofrer limitacdo voluntaria em seu exercicio.
Além disso, ndo ha como negar que a preocupagao com a privacidade foi um fator
crucial para a criagdo desse direito fundamental, notadamente porque os dados
pessoais sao regularmente tratados em contextos de transagbes comerciais como
meras moedas de troca, quando, na realidade, afetam de maneira direta a vida das

pessoas.

6 No Brasil, a historia da protecdo de dados pessoais remonta, de forma concreta, a consulta publica
realizada no ano de 2010 pelo Ministério da Justica sobre o anteprojeto de lei, a qual culminou na
promulgagéo do Marco Civil da Internet, em 2014, e na promulgagao da Lei Geral de Protegédo de Dados
Pessoais (LGPD), em 2018, com entrada em vigor em 2020.
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Vale dizer que, antes mesmo de ter sido reconhecido como direito fundamental
com a efetiva inclusao na Constituicdo Federal através da Emenda Constitucional n.
115/2022, o Supremo Tribunal Federal (STF) atento as discussées no mundo juridico,
como foco especialmente nas implicagdes sobre o direito a privacidade, a liberdade e
ao livre desenvolvimento da personalidade, ja acenava nesse sentido. Na Agéo Direta
de Inconstitucionalidade (ADI) n. 6387 MC-REF/DF —julgada juntamente com as ADI’s
6.388, 6.389, 6.390 e 6.393 —, visava-se a declaragao de inconstitucionalidade do
inteiro teor da Medida Proviséria n. 954, de 17 de abril de 2020, a qual dispunha sobre
‘o compartilhamento de dados por empresas de telecomunicag¢des prestadoras de
Servigo Telefénico Fixo Comutado e de Servigo Mével Pessoal com a Fundagao
Instituto Brasileiro de Geografia e Estatistica, para fins de suporte a produgao
estatistica oficial durante a situacdo de emergéncia de saude publica de importancia
internacional decorrente do coronavirus (covid19), de que trata a Lei n® 13.979, de 6
de fevereiro de 2020""7. Oportunamente, ao enfrentar o mérito do caso, o Plenario da
Corte se debrugou sobre a questdo relativa a protecdo de dados pessoais e sua

relagdo com garantias constitucionais, fazendo constar que:

Tais informacgdes, relacionadas a identificagdo — efetiva ou potencial — de
pessoa natural, configuram dados pessoais e integram, nessa medida, o
ambito de proteg¢ao das cldusulas constitucionais assecuratorias da liberdade
individual (art. 5°, caput), da privacidade e do livre desenvolvimento da
personalidade (art. 5°, X e Xll). Sua manipulagéo e tratamento, desse modo,
hao de observar, sob pena de lesao a esses direitos, os limites delineados
pela protecao constitucional.

Decorréncias dos direitos da personalidade, o respeito a privacidade e a
autodeterminacgéo informativa foram positivados, no art. 2°, | e Il, da Lei n°
13.709/2018 (Lei Geral de Protegdo de Dados Pessoais), como fundamentos
especificos da disciplina da protecdo de dados pessoais.

No classico artigo The Right to Privacy, escrito a quatro méos pelos juizes da
Suprema Corte dos Estados Unidos Samuel D. Warren e Louis D. Brandeis,
ja se reconhecia que as mudangas politicas, sociais e econdmicas
demandam incessantemente o reconhecimento de novos direitos, razao pela
qual necessario, de tempos em tempos, redefinir a exata natureza e extensao
da protecao a privacidade do individuo. Independentemente do seu conteudo,
mutavel com a evolugao tecnoldgica e social, no entanto, permanece como
denominador comum da privacidade e da autodeterminagéo o entendimento
de que a privacidade somente pode ceder diante de justificativa consistente
e legitima. Em seus dizeres, “a invasao injustificada da privacidade individual
deve ser repreendida e, tanto quanto possivel, prevenida”.

7 Brasil. Medida Proviséria n® 954, de 17 de abril de 2020. Dispde sobre o compartilhamento de
dados por empresas de telecomunicacoes prestadoras de Servigo Telefonico Fixo [...]. Brasilia,
DF, [2020]. Disponivel em: https://www.planalto.gov.br/ccivil_03/_ato2019-
2022/2020/mpv/mpv954.htm. Acesso em: 02 jan. 2025.
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O entendimento exarado pelo STF se alinha a conceituacdo de dado pessoal
como uma extensao dos direitos de personalidade.® Tal definigio objetiva assegurar
que a coleta e o tratamento observem as garantias do individuo, incluindo o direito a
privacidade. Isso é fruto, conforme bem pontuado no julgado acima transcrito, da
evolugéao tecnoldgica e social e dos desdobramentos do direito a privacidade ao longo
da histéria. Até o século XIX, o direito a privacidade era intrinsicamente vinculado a
nocgéo de propriedade privada, marcado por um viés individualista, e a partir da obra
seminal de Warren e Brandeis (1890), o seu sentido foi drasticamente alterado durante
o século XX para abranger o controle dos usuarios sobre suas informacdes e de sua
esfera privada (Rodota, 2008). Portanto, falar sobre dado pessoal €& falar,
invariavelmente, sobre privacidade, autodeterminagcdo informativa e direitos de
personalidade.

Diante da conceituagao de dado pessoal, € fundamental reconhecer que,
como consequéncia, se estabelece uma demarcagdo a respeito do que nao
caracteriza um dado pessoal. Se os dados nao se referem a uma pessoa natural
identificada ou identificavel, seja desde a sua origem ou apos um tratamento, eles sado
classificados como dados anénimos ou anonimizados. Nao obstante os termos sejam
usados com frequéncia de forma intercambiavel, ha relevante distingdo que importa
aos estudos sobre tecnologias digitais. Andnimos sdo os dados que, desde o
momento da coleta, ndo contém informacdes que permitam identificar uma pessoa
especifica. Ou seja, nunca houve vinculo com dados pessoais identificados ou
identificaveis. Dados anonimizados sdo, por sua vez, aqueles que, inicialmente
pessoais, passaram por um processo de tratamento que aplicou diversas técnicas e
padrdes a fim de eliminar seus identificadores. Consequentemente, esses dados, em
tese, perdem sua natureza pessoal.

Tal classificacdo e distingado € importante porque o exercicio de direitos e
garantias asseguradas legal e constitucionalmente sdo reservados aos titulares de
dados pessoais, ficando de fora do amparo da legislagdo sobre protecdo de dados,
como a LGPD, os dados ndo pessoais. Essa exclusao impede que os individuos
adquiram direitos relacionados a esses dados, bem como que os agentes de

'8 Vale enfatizar que, desde a constitucionalizagdo do direito a prote¢éo de dados pessoais, o STF
ainda n&o explorou a questéo a fundo e apenas a enfrentou de forma reflexa (Sarlet, Ingo Wolfgang. O
STF e a Protegao de Dados Pessoais. Disponivel em: https://www.conjur.com.br/2025-mar-03/o-stf-
e-a-protecao-dos-dados-pessoais/. Acesso em: 16 mar. 2024).
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tratamento assumam situagdes juridicas passivas tais como obrigagcdes e encargos
ou que se submetam a regulamentacdo de protegao de dados (Machado, 2023).

Conforme prescrito na LGPD, os dados anonimizados ndo devem ser capazes
de ser associados a uma pessoa identificada ou identificavel de forma permanente e
irreversivel. Em caso de reversdo do processo de anonimizacao pelo qual os dados
foram submetidos, ndo seria correto referir-se a esses dados como nao pessoais. Com
0 avango das técnicas e das pesquisas centradas na reversdo do processo de
anonimizacdo, “pode-se afirmar a existéncia de um consenso cientifico sobre a
impraticabilidade de um cenario de auséncia de risco de reidentificagcado nas situagdes
de tratamento de dados anonimizados” (ANPD, 2023)." Isso se deve ao imenso
volume de dados disponiveis publicamente, principalmente na internet, ao avanco da
capacidade de processamento de sistemas computacionais e aos refinados
algoritmos para reidentificagéo.

Os grandes volumes de dados, conhecidos como Big Data, sdo os
propulsores do campo relacionado a inteligéncia artificial, pois possibilitam o
tratamento e a unificagao de diversos tipos de informagdes em um sistema unificado.
A sua principal vantagem esta na agilidade e na eficiéncia de custos que proporciona
ao lidar com esses dados. A coleta de dados brutos visando a identificacdo de padroes
€ uma atividade antiga, a qual foi otimizada com o passar do tempo a partir da nogéo
de que toda informagéo pode ser objeto de analise, assim como quase tudo pode ser
transformado em dado, igualmente passivel de analise para encontrar padrées. No
entanto, a capacidade de interpretar grandes quantidades de dados durante muito
tempo foi limitada, restringindo a precisdo de estudos estatisticos mais abrangentes

(Mayer-Schonberger; Cukier, 2013). Em sua esséncia,

big data relaciona-se com previsdes. Apesar de ser descrito como um ramo
da ciéncia da computagdo chamado inteligéncia artificial e, mais
especificamente, uma area chamada “aprendizado de maquina”, esta ideia é
enganosa. Big data ndo tem a ver com tentar “ensinar” um computador a
“pensar’ como ser humano. Ao contrario, trata-se de aplicar a matematica a
enormes quantidades de dados a fim de prever probabilidades: a chance de

' Vide: Sweeney, Latanya. Simple Demographics Often Identify People Uniquely. Carnegie Mellon
University, Data Privacy Working Paper 3, Pittsburgh, 2000; Narayanan, Arvind; Shmatikov, Vitaly. How
to break anonymity of the Netflix Prize dataset. 2007. Disponivel em:
https://arxiv.org/pdf/cs/0610105. Acesso em: 10 mar. 2025; Wondracek, Gilbert et al. A practical attack
to de-anonymize social network users. Proceedings — IEEE Symposium on Security and Privacy, p.
223-238, 2010; De Montjoye, Yves A. et al. Unique in the Crowd: The privacy bounds of human
mobility. Scientific Reports, v. 3, p. 1-5, 2013; Rocher, L.; Hendrickx, J. M.; De Montjoye, Y. A.
Estimating the success of reidentifications in incomplete datasets using generative models.
Nature Communications, v. 10, n. 1, 2019.

28



um e-mail ser um spam; de as letras “msa” na verdade significarem “mas”; de
a trajetodria e velocidade de uma pessoa que atravesse a rua significarem que
ela a atravessara a tempo — o carro com piloto automatico precisa reduzir
apenas um pouco a velocidade. O segredo é que esses sistemas funcionam
porque sdo alimentados por enormes quantidades de dados, que formam a
base das previsbes. Além disso, os sistemas sao criados para se
aperfeicoarem com o tempo, ao continuamente analisar os melhores sinais e
padrdes a fim de encontrar mais dados para uso (Mayer-Schonberger; Cukier,
2013, p. 8).

Com essa compreensao, uma parcela da comunidade cientifica e tecnoldgica
se dedicou a construir métodos para interpretar dados com maior agilidade, buscando
transcender a capacidade humana e estabelecer processamento em larga escala.
Entre meados e o fim do século XX, o campo cientifico-tecnologico experienciou
avangos expressivos, com o surgimento dos primeiros bancos de dados e um aumento
na producdo de computadores, que se tornaram extremamente populares nas
décadas subsequentes. Naquela época, o mundo passava por uma transicdo para o
meio digital, o que contribuiu para o aumento da produgédo de dados e incentivou o
progresso na analise de dados por meio de computadores. Paralelamente, a internet
surgiu, tornando o acesso a comunicagao por meio de uma plataforma unificada cada
vez mais popular.

Essa revolugéo digital redefiniu a operagcéo dos mercados, moldando-os como
os conhecemos hoje e culminando em um aumento notavel na produgédo de dados.
Em outras palavras, além da constatacdo de que diversos conteudos poderiam ser
submetidos a analises matematicas, o volume de dados gerados aumentou devido a
maior disponibilidade dos dispositivos que os produziam - neste caso, os
computadores. Essa mudanga foi impulsionada pelo big data, que abriu caminho para
a modernizagao da tecnologia, resultando no desenvolvimento da inteligéncia artificial
e de sistemas automatizados, e para a producdo de conhecimento através de

processos envolvendo algoritmos.

2.3. Algoritmos e aprendizado de maquina

Os algoritmos sdo as férmulas matematicas que tornam possivel a
organizagcdo da automacgao de processos e a analise do big data, de forma a criar
previsdes e, por conseguinte, tomar decisdes de forma automatizada. E “comumente
descrito como um conjunto de instrugbes, organizadas de forma sequencial, que

determina como algo deve ser feito” (Mendes; Mattiuzzo; Fujimoto, 2021, p. 429) e
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remonta a histéria da matematica e da computacéo (Silva, 2020), logo, ndo deve ser
apreendido como um conceito que depende do uso do computador moderno, pois
‘nada mais [€] que uma formula na qual tarefas sdo colocadas em uma ordem
especifica para atingir determinado objetivo” (Mendes; Matiuzzo, 2019, p. 19).

No entanto, ha de se reconhecer que “conceitua-lo como um conjunto de
etapas definidas para produzir uma solugédo especifica, € simplificar muito” (Lage,
2020, p. 35). Isso porque, “‘como a maioria das ferramentas relacionadas a
matematica, ela comecga bastante simples, mas se torna infinitamente complexa
quando expandida. A diferenga entre um algoritmo e um programa geralmente € uma
questado de nivel de detalhe” (Lage, 2020, p. 35).

Tais construgdes matematicas sdo, essencialmente, tradugdes formais dos
anseios e pretensdes humanas. Elas se organizam com base em padrdoes que se
repetem, analisando os dados que s&o introduzidos inicialmente (inputs) para gerar
um resultado especifico (output). Os algoritmos, presentes em diversos setores, sao,
no contexto do estudo de estruturas repetitivas, a engrenagem que possibilita
identificar e compreender um padrdo a ser seguido. Ao entender a estrutura do
modelo, ou seja, seus padrdes, o algoritmo produz uma resposta que, teoricamente,
representa a melhor forma de executar a tarefa designada.

A analise preditiva e a automatizagcdo do processo de tomada de decisao
se referem, portanto, a habilidade matematica de examinar um grande volume de
dados, identificar semelhancgas, criar um modelo e fornecer, rapidamente, uma visao
estatisticamente embasada sobre qual resultado tem maior probabilidade de sucesso.
E essa a fungéo do algoritmo. Sendo o algoritmo um modelo matematico, & necessario
que haja treinamento continuo — aqui entendido como uma espécie de estimulo — para
identificar padrbes e interpretar dados relevantes para decisdes especificas.
Geralmente, cientistas da computacdo, matematicos e profissionais de areas
correlatas fazem isso usando técnicas de aprendizado que replicam informacdes
diretamente no algoritmo.

Uma dessas técnicas é o aprendizado de maquina (ou machine learning,
em inglés), que consiste em um processo sistematico de constru¢do, ajuste e
validagao de modelos computacionais que aprendem a partir de dados para resolver
problemas complexos. Esse processo envolve a integracdo de dados, escolha de
representacdes, definicdo de critérios de desempenho e aplicagdo de técnicas de
otimizacdo, com o objetivo final de alcangar generalizacdo. Segundo Caitlin
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Mulholland, por meio da técnica de aprendizado de maquina “a IA desenvolve a
aptidado para ampliar experiéncias, aferindo delas conhecimentos, por meio de um
ciclo continuo e crescente de aprendizagem. A IA, portanto, s6 é plenamente eficiente
porque se apropria desses métodos de analise de dados” (Mulholland, 2021, p. 331).
Ja na definicdo de Ethem Alpaydin:

Aprendizado de maquina & programar computadores para otimizar um critério
de desempenho usando dados de exemplo ou experiéncia passada. Temos
um modelo definido até alguns parametros, e aprendizado é a execugao de
um programa de computador para otimizar os parametros do modelo usando
os dados de treinamento ou experiéncia passada. O modelo pode ser
preditivo para fazer previsbes no futuro, ou descritivo para obter
conhecimento a partir de dados, ou ambos.

O aprendizado de maquina usa a teoria da estatistica na construgdo de
modelos matematicos, porque a tarefa principal é fazer inferéncia a partir de
uma amostra. O papel da ciéncia da computacdo é duplo: primeiro, no
treinamento, precisamos de algoritmos eficientes para resolver o problema de
otimizagcdo, bem como para armazenar € processar a enorme quantidade de
dados que geralmente temos. Segundo, uma vez que um modelo é
aprendido, sua representagéo e solugéo algoritmica para inferéncia também
precisam ser eficientes. Em certas aplicagdes, a eficiéncia do algoritmo de
aprendizado ou inferéncia, ou seja, sua complexidade de espago e tempo,
pode ser tdo importante quanto sua precisao preditiva (Alpaydin, 2014, pp. 3-
4, tradugdo nossa)

O aprendizado de maquina opera identificando padrdées, o que permite
gerar resultados e construir modelos através do processamento automatizado. Em
sintese, o AM busca resolver problemas praticos através do seguinte esquema: (1)
obtengdo de um conjunto de dados; (2) construgdo algoritmica de um modelo
estatistico com base nesse conjunto de dados; (3) treinamento do modelo construido
e, por fim, (4) resolugdo do problema pratico (Lage, 2020, p. 66). Para que essa
capacidade atinja niveis mais complexos e sofisticados, é crucial combinar dois
elementos: um volume massivo de dados — viabilizado por meio do big data — e um
poder de computacéo significativamente expressivo (Kremer, 2021).

Os tipos de aprendizado de maquina se dividem entre o supervisionado, o
nao supervisionado e o por reforco. O aprendizado supervisionado é a forma mais
simples de AM e envolve treinar um sistema inteligente para realizar tarefas
especificas usando dados rotulados, ou seja, exemplos onde a resposta correta ja é
conhecida. Cada exemplo de entrada vem com uma saida esperada (rétulo) e o
objetivo é aprender uma fungdo que mapeie entradas para saidas corretas. No caso,
por exemplo, da constru¢do de um sistema de IA que classifica imagens (casa, carro,
pessoas, etc.): primeiro, coleta-se um grande conjunto de dados (dataset) com as
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imagens de casas, carros e pessoas, cada uma rotulada com sua categoria
correspondente e, durante o treinamento, o sistema recebe uma imagem como
entrada e gera uma saida na forma de um vetor de pontuag¢des, com um valor para
cada categoria possivel, visando que a categoria correta receba a pontuagdo mais
alta (Lecun et al., 2015). Esse tipo de aprendizado “se vale das técnicas de regresséo
(que inclui predigao, arvores de decisao, redes bayesianas, regressao linear, dentre
outras) e classificagdo (que abrange regressao légica, redes neuronais artificiais,
dentre outras)” (Junquilho, 2023, p. 26).

De outro lado, no aprendizado nao supervisionado o modelo trabalha com
dados n&o rotulados, ou seja, sem saidas predefinidas, e seu objetivo € encontrar
padrdes, estruturas ou agrupamentos nos dados. Aqui “s6 s&o conhecidos os dados
de entrada, mas ainda n&o se sabe quais sédo as variaveis de saida correspondentes”
e, ao contrario aprendizado supervisionado, “ndo ha respostas corretas e ndo ha um
treinamento dos dados feito por humanos: os algoritmos sdo deixados por conta
prépria para descobrirem e apresentarem a estrutura mais interessante nos dados”
(Lage, 2020, p. 71). Essa é justamente a principal vantagem do aprendizado nao
supervisionado, ele € util para explorar dados desconhecidos e, consequentemente,
para identificar padroes desconhecidos nos dados. Esse tipo de aprendizado se vale
‘de técnicas para segmentacdo (que compreende técnicas como algoritmos
genéticos, por exemplo) e para redugao de dimensao (que utiliza técnicas como o
aprendizado multiplo, analise fatorial, proje¢cdes aleatérias, dentre outras)” (Junquilho,
2023, p. 27).

Por fim, no aprendizado por reforco o modelo (agente) aprende por
tentativa e erro, interagindo com um ambiente e recebendo recompensas — ou
penalidades — por suas agdes. Nesse tipo, o agente toma decisbes, observa os
resultados (recompensas) e ajusta sua politica de agdes com base no feedback do
ambiente. O objetivo é maximizar a recompensa acumulada ao longo do tempo. O
aprendizado por reforgo “é encontrado, por exemplo, em carros nao tripulados, que
por meio de um complexo sistema de sensores de suporte sdo capazes de percorrer
estradas urbanas e n&o urbanas, reconhecendo obstaculos, seguindo as placas e
muito mais” (Lage, 2020, p. 72).

Ainda no campo do aprendizado de maquina, convém mencionar a
existéncia da aprendizagem profunda (ou deep learning, em inglés), subdominio do
AM “que consiste em multiplas camadas em cascata, modeladas a partir do sistema
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nervoso humano (uma pratica denominada codificagao neural), conhecida como rede
neural articular” (Lage, 2020, p. 27) — a inteng&o aqui € replicar o trabalho do cérebro
humano (sistema nervoso) em maquinas usando camadas de neurdnios. Yann LeCun,

Yoshua Bengio e Geoffrey Hinton explicam que:

Métodos de aprendizado profundo sdo métodos de aprendizado de
representacdo com multiplos niveis de representacdo, obtidos pela
composicao de médulos simples, porém néo lineares, que transformam cada
um a representagdo em um nivel (comegando com a entrada bruta) em uma
representacdo em um nivel superior, ligeiramente mais abstrato. Com a
composicao de transformacgdes suficientes, fungdes muito complexas podem
ser aprendidas. Para tarefas de classificagdo, camadas superiores de
representacdo amplificam aspectos da entrada que s&do importantes para a
discriminagdo e suprimem variagdes irrelevantes. Uma imagem, por exemplo,
vem na forma de uma matriz de valores de pixels, e as caracteristicas
aprendidas na primeira camada de representagao normalmente representam
a presenca ou auséncia de bordas em orientacdes e locais especificos na
imagem. A segunda camada normalmente detecta motivos identificando
arranjos especificos de bordas, independentemente de pequenas variagdes
nas posi¢cdes das bordas. A terceira camada pode reunir motivos em
combinagdes maiores que correspondem a partes de objetos familiares, e as
camadas subsequentes detectariam objetos como combinagdes dessas
partes. O aspecto fundamental do aprendizado profundo é que essas
camadas de caracteristicas ndo s&o projetadas por engenheiros humanos:
elas sdo aprendidas a partir de dados usando um procedimento de
aprendizado de proposito geral (Lecun et al., 2015, p. 436, tradugéo nossa).

A base e a razdo de ser da aprendizagem profunda sdo as redes neurais
artificiais (RNA), as quais operam através das interagbes de bilhdes de neurbnios
artificiais que estdo interconectados. O funcionamento da AP compreende uma rede
neural composta por trés tipos de camadas: camada de entrada (input layer), camadas
ocultas (hidden layers) e camada de saida (output layer). A camada de entrada recebe
um conjunto de dados brutos — como pixels de uma imagem, palavras em um texto ou
valores numéricos — 0s quais sao passados para as camadas ocultas, que dentro do
modelo de RNA s&o o centro da rede profunda. Cada neurénio em uma camada oculta
realiza calculos simples e, a medida que os dados passam por camadas mais
profundas, a rede extrai caracteristicas cada vez mais abstratas. Por exemplo, em
uma imagem, as primeiras camadas detectam bordas ou cores, enquanto camadas
mais avangadas identificam formas complexas, como olhos ou rostos inteiros. A
camada de saida gera o resultado final, que pode ser uma classificagcao (ex.: casa,
pessoa, pet, etc.) ou uma previsdo numérica (ex.: valor de uma casa ou de uma

passagem aérea).
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As RNA sao treinadas para reconhecer padrbes ajustando conexdes com
base em exemplos. Nesse processo, os dados entram na rede como numeros e
passam por camadas, onde pesos (valores que definem a for¢ca das conexdes) geram
uma previsdo. No treinamento, a rede compara sua previsdo com a resposta correta
usando uma fungao de custo, que mede o erro. Esse erro é usado para ajustar os
pesos por meio da otimizagao por gradiente, que calcula como mudar cada peso para
reduzir o erro, como descer uma colina. A taxa de aprendizado controla o tamanho
desses ajustes e 0 processo se repete por varias iteragdes, refinando os pesos com
muitos exemplos até a rede acertar padrbes complexos, como formas ou contextos.

A AP é amplamente utilizada em trés tipos de tecnologias distintas:
reconhecimento de fala, visdo computacional e processamento de linguagem natural
(PLN). A imagem abaixo reproduzida ilustra de forma bastante elucidativa o

funcionamento do aprendizado de maquina e da aprendizagem profunda:

Figura 2 — Estrutura de processamento no machine learning e no deep learning

Machine Learning

& iy 234 Il

Input Feature extraction Classification Output

Deep Learning

Gip —

Input Feature extraction + Classification

Fonte: Sperling, 2018.

O AM e a AP compartilham do mesmo objetivo, que é permitir que sistemas
inteligentes aprendam com dados. A diferenca entre AM e AP, por sua vez, esta na
forma como cada um aprende e o nivel de autonomia. Enquanto o AM se vale de
algoritmos “para analisar dados, aprender com esses dados e tomar decisdes
informadas com base no que aprendeu”, a AP “estrutura algoritmos em camadas para

criar uma rede neural artificial — uma tentativa de reproduzir o trabalho do cérebro
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humano em um computador usando camadas de neurdnios - que pode aprender e
tomar decisdes inteligentes por conta prépria” (Lage, 2020, p. 75).

A aplicacdo da técnica de aprendizado de maquina e de aprendizado
profundo revela um aspecto relevante dos algoritmos, com especial relevancia para
este estudo, que é sua capacidade de atuagdo autbnoma. Em conjunto com o big
data, e considerando a imensiddo de dados analisados, € comum dizer que 0s
algoritmos geram resultados imprevisiveis — e, portanto, fora do controle de seu
desenvolvedor, assim como do publico —, independentemente das intengdes do
programador. Nesse cenario, desponta um subcampo da |A que tem gerado,
simultaneamente, entusiasmo e preocupac¢ao quanto ao seu uso indiscriminado e em

larga escala: a inteligéncia artificial generativa (IAGen).

2.4. Inteligéncia artificial generativa: da criagdo ao ineditismo

O atual estagio em que se encontra o campo da inteligéncia artificial &
decorréncia direta da revolugdo tecnoldgica ora em curso, ou seja, da Quarta
Revolucdo Industrial — ou Industria 4.0. Diversamente dos eventos ocorridos nas
revolugdes industriais anteriores — com a chegada das maquinas a vapor no século
XVIII, a produgcédo em larga escala e a distribuicdo da energia elétrica no século XIX e
a automacéo no século XX —, essa nova fase € marcada fortemente pela onipresenca
de tecnologias da informag&o como a propria inteligéncia artificial, internet das coisas
(loT), big data, robotica, blockchain e computagdo em nuvem. Doneda et al. destaca
que se trata de uma revolugdo que “alimentada por dados, esta eliminando as
fronteiras entre a Fisica e a Biologia” (2018, p. 10).

Klaus Martin Schwab explica que essa revolugao € unica por trés motivos: ela
acontece muito rapido, com inovagdes surgindo numa velocidade impressionante e
nunca antes vista; afeta praticamente tudo, de fabricas a hospitais, escolas e até
governos; e muda sistemas inteiros, desde como as empresas funcionam até o jeito
que as pessoas trabalham e se relacionam com a tecnologia (Schwab, 2016). O autor
faz mengao a sistemas ciberfisicos, onde o mundo real e o digital se misturam, como
em industrias superconectadas ou cidades inteligentes.

Fala-se, atualmente, na transicdo para a Industria 5.0 ou Quinta Revolugéo
Industrial, ideia esta que, primeiro, foi apresentada por Michael Rada em 2015 e
melhor desenvolvida pelo préprio em 2017. Segundo Rada, essa revolugao € marcada
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pela evolugéo sustentavel e humana da industria, centrada no Industrial Upcycling®
para prevenir residuos, promover colaboragdo entre humanos e tecnologia no mundo
fisico, e garantir beneficios ambientais, sociais e econdmicos sem excluir as pessoas
do processo. Ele a vé como essencial para um futuro "sem residuos"”, onde a eficiéncia
e a sinergia substituem o desperdicio e a automacgéo excessiva. Assim, a Industria 5.0
é definida pela combinagdo entre tecnologia e potencial humano, com foco no ser
humano, ao invés da automacido e “vem com a evolugdo da quarta Revolugao
Industrial com o propdsito de unir o homem e maquina por sistemas inteligentes para
aumentar a eficiéncia de processos no trabalho” (Bittencourt; Okumura, 2020, p. 3).
A Unido Europeia sedimentou o conceito de Industria 5.0 ao defini-la como
“‘uma visao da industria que visa além da eficiéncia e da produtividade como unicos
objetivos e refor¢a o papel e a contribuicdo da industria para a sociedade”, que “coloca
bem-estar do trabalhador no centro do processo de produgéo e usa novas tecnologias
para proporcionar prosperidade além de empregos e crescimento, respeitando os
limites de produgéo do planeta”.?’ Desta forma, n&o se trata da superagdo da Industria
4.0 — afinal, ndo representa propriamente um salto tecnologico —, mas antes de sua
complementacdo. O foco aqui € na personalizagdo em massa, sustentabilidade,
centralidade humana, bem-estar dos trabalhadores e, por consequéncia, nos limites
planetarios (AKUNDI et al., 2022). A imagem abaixo apresenta uma linha do tempo
das revolugdes industriais e destaca as principais caracteristicas de cada e o periodo

de duracéo:

Figura 3 — Linha do tempo das revoluc¢ées industriais

20 Na definigdo de Rada, € uma metodologia central da Industria 5.0 que visa a prevengao sistematica
de residuos em processos industriais, transformando materiais, produtos e subprodutos em novos
recursos antes que se tornem lixo. Diferentemente da reciclagem, que muitas vezes envolve processos
de degradagao de materiais, o upcycling industrial busca reutilizar e revalorizar materiais em sua forma
original ou com maior valor, sem necessidade de grandes investimentos iniciais, ao contrario da
economia circular.

21 European Commission. Industry 5.0. Disponivel em: https://research-and-
innovation.ec.europa.eu/research-areal/industrial-research-and-innovation/industry-50_en. Acesso em:
4 jul. 2025.
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Fonte: Lilla, 2023.

Em meio a tais transformacdes na industria e na sociedade, foi lancado ao fim
do ano de 2022 para o publico geral o Chat Generative Pre-trained Transformer
(ChatGPT)??, da empresa OpenlA, o que desencadeou inimeras discussdes sobre as
aplicacdes da inteligéncia artificial, especialmente sobre a modalidade generativa
(RAMOS, 2023). A existéncia de chatbots como o ChatGPT n&o é necessariamente
uma novidade, pois desde de meados do século XX ja existia o Teste de Turing e o
ELIZA, mas seu diferencial reside justamente no uso de tecnologias de ponta para
compreensao contextual profunda para geracgao criativa de texto. Isto €, enquanto os
primeiros chatbots funcionavam com base em regras pré-definidas e usavam de
truques de programagao para passar uma ilusdo de compreensao, os modelos atuais
nao sao programados com regras, mas sim treinados com quantidades massivas de
texto da internet e, por esse motivo, passam uma ideia de compreensao muito mais
convincente e natural. Em pesquisa realizada no ano de 2024 pela McKinsey &
Company, constatou-se que 65% (sessenta e cinco por cento) das empresas usam

IAGen no mundo??, sendo esta uma forte tendéncia para o presente e futuro.

22 Muniz, Carolina. Robé 'ultrainteligente’ que usa IA responde a dividas e redige textos sozinho.
Folha de S. Paulo, Sao Paulo, 5 dez. 2022. Disponivel em:
https://www1.folha.uol.com.br/blogs/hashtag/2022/12/robo-ultrainteligente-que-usa-ia-responde-a-
duvidas-e-redige-textos-sozinho.shtml. Acesso em: 2 jul. 2025.

23 Cafferata, Pepe; Dias, Yran Bartolumeu. 65% das empresas usam Gen Al no mundo; lideres
apontam caminhos para obter retorno financeiro. Disponivel em: https://www.mckinsey.com.br/our-
insights/all-insights/65-das-empresas-usam-gen-ai-no-mundo. Acesso em: 12 jul. 2025.
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Mas, afinal, o que é IA generativa? Em termos objetivos, “é uma tecnologia de
inteligéncia artificial (IA) que gera conteudo de forma automatica em resposta a
comandos escritos em interfaces de conversagao em linguagem natural” (UNESCO,
2024, p. 8). De modo oposto aos modelos preditivos de aprendizado de maquina,
“‘centrados em extrair padrées de dados e fazer previsdes em tarefas especificas —, [a
IAGen] produz conteudo original a partir de grandes bases de dados, ou seja, usa
dados para gerar mais dados, sintetizando texto, imagem, voz, video, cddigos
(Santanella; Kaufman, 2024, p. 39). Apesar da capacidade de gerar conteudo novo e
inédito, a IAGen “ndo pode gerar novas ideias ou solug¢des para desafios do mundo
real, pois ndo compreende objetos ou relagdes sociais do mundo real que sustentam
a linguagem” (UNESCO, 2024, p. 8).

As RNAs, referidas anteriormente, sdo o alicerce técnico dessas capacidades,
pois permitem modelar relacbes complexas e probabilisticas nos dados. Na I|A
generativa, as RNAs s&o projetadas para aprender distribuicbes de dados e gerar
amostras novas que seguem essas distribuicbes. Elas operam em aprendizagem
profunda permitindo a captura de padrdes complexos em grandes volumes de dados,
como bilhées de palavras ou imagens. As RNAs s&o organizadas em arquiteturas
especificas?®*, cada uma otimizada para diferentes tipos de dados ou tarefas. As
principais s&o: as redes adversariais generativas (GANs, do inglés Generative
Adversarial Networks), os modelos baseados em transformador (em inglés,
Transformer) e os autocodificadores variacionais (VAEs, do inglés Variational
Autoencoders)

Propostas em 2014 por lan Goodfellow e outros pesquisadores da Universidade
de Montreal no artigo intitulado “Generative Adversarial Networks”, as GANs
funcionam com duas redes neurais: o gerador, que produz dados falsos (ou
sintéticos®®) — como imagens ou audios — a partir de ruido aleatorio®®, e o
discriminador, que avalia se os dados sao reais ou falsos, como um critico. O gerador
se esforga para produzir dados que possam enganar o discriminador, fazendo-o
acreditar que sao reais. A esse processo da-se o nome de “adversario” e ele perdura
até que o gerador consiga criar dados que sejam indistinguiveis dos dados reais do

24 Dentro do universo da IA generativa, arquitetura refere-se a organizagédo dos componentes das redes
neurais, isto &, neurdnios artificiais, camadas e conexdes.

25 Dados sintéticos sdo dados gerados artificialmente, em contraste com os dados reais que sdo
oriundos da realidade (AEPD, 2023).

2 Refere-se a um conjunto de dados iniciais, geralmente niumeros aleatérios, usados como ponto de
partida para o gerador criar conteudos sintéticos, como imagens, audios ou outros tipos de dados.
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conjunto de treinamento (Goodfellow et al., 2014). Essa dinamica ajuda ambas as
redes a aprimorar suas habilidades — a medida que o gerador refina suas criagbes
para enganar o discriminador, que, por sua vez, se torna mais eficaz em identificar
dados falsos —, resultando em dados gerados que sdo mais realistas e de melhor
qualidade. Apesar de eficazes para gerar imagens realistas, como faces sintéticas ou
deepfakes, Goodfellow (2016) destaca que as GANs podem ser instaveis e produzir
resultados repetitivos, um problema chamado mode collapse.

Os Transformers, introduzidos em 2017 por Ashish Vaswani e outros
pesquisadores no artigo intitulado “Attention Is All You Need”, séo a base de modelos
que geram textos, como os modelos de linguagem de grande escala (LLMs, do inglés
Large Language Models). O nome dado ao artigo faz mengéo direta ao mecanismo
de atengcdo que analisa todas as partes de uma frase de uma vez, decidindo quais
palavras sdo mais importantes, similar a tarefa manual de um leitor que destaca
trechos-chave de um texto. No modelo baseado em transformador, as redes neurais
funcionam a partir da assimilagdo do contexto e do significado através da analise das
interagbes de dados sequenciais (Vaswani et. al, 2017), o que indica que esses
modelos se destacam em atividades de processamento de linguagem natural, como
tradugcédo automatica, geragao de perguntas e respostas e modelagem da linguagem.
Tais modelos, que sao a espinha dorsal das LLMs, tém sido empregados em modelos
de linguagem amplamente conhecidos, como o GPT-4 (Generative Pre-trained
Transformer 4).

Assim como as arquiteturas precedentes, os VAEs foram apresentados por
meio de artigo publicado em 2014 e intulado “Auto-Encoding Variational Bayes”, de
autoria dos pesquisadores da Universidade de Amsterda Diederik P. Kingma e Max
Welling. Os VAEs usam redes neurais para transformar dados em uma representagéo
compacta, chamada espaco latente, e gerar variagdes a partir dela. Esses modelos
se assemelham aos GANs, pois operam com duas redes neurais distintas
(codificadores e decodificadores), todavia, estas nao estdo competindo e formam uma
unica rede com duas partes. A primeira, os codificadores, € responsavel por comprimir
grandes quantidades de dados em uma representagdo menor na forma de numeros
(como um resumo), e a segunda, os decodificadores, usa esses numeros para recriar
ou inventar dados novos semelhantes aos originais (Kingma; Welling, 2014). Os VAEs

sdo frequentemente aplicados na criagdo de imagens, videos e sons. A tabela 1
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abaixo disposta sintetiza as principais técnicas utilizadas em |A generativa e suas

aplicacdes.

Tabela 2 — Técnicas utilizadas em IA generativa

Aprendizado de maquina (ML) Um tipo de IA que utiliza dados para aprimorar automaticamente seu desempenho.

Um tipo de ML inspirado na estrutura e funcionamento do cérebro humano (por exemplo,

Rede neural artifidal (RNA) . ..
as conexdes sindpticas entre neurdnios).

Transformadores de Um tipo de RNA que é capaz de focar em diferentes partes de dados para determinar
propdsito geral como elas se relacionam entre si.
IA generativa Modelos de linguagem Um tipo de transformador de propdsito geral que é treinado com grandes quantidades de
T grandes (LLM) dados textuais.

Um tipo de modelo de linguagem grande (LLM) que € pré-treinado em quantidades

Transformador generativo . i ) )
o 4 ainda maiores de dados, o que permite ao modelo capturar as nuances da linguagem e
pré-treinado (GPT)
gerar textos coerentes e de acordo com o contexto.
Redes generativas

; adversariais (GANs)

I ?eneratwa Tipos de rede neurais usados para geracao de imagens.

deimagem Autoencoders variacionais
(VAEs)

Fonte: UNESCO, 2024. p. 8.

Ainda que em estagios iniciais, a |IA generativa tem transformado diversos
setores com aplicagbes praticas. Na saude, a NVIDIA Clara analisa dados para
diagnosticos médicos e descobertas farmacéuticas. No marketing, ferramentas como
Jasper e albert.ai geram conteudos personalizados em forma de texto e de conteudo
para publicidade digital. Na arte, o Midjourney cria imagens e modelos 3D. Nas
finangas, a IA prevé cenarios, gerencia riscos e detecta fraudes. Em pesquisas na
internet, o Bing da Microsoft — integrado com tecnologia da OpenlA — entrega
respostas em linguagem natural, facilitando a compreensdo e interagdo com os
resultados.No campo da acessibilidade, a |IA promove inclusdo com tecnologias como
transcricdo de fala e comandos por voz. Essas aplicagdes destacam o potencial da IA
generativa para promover eficiéncia, inclusdo e inovacgao.

De outro lado, no entanto, sdo muitos os riscos e efeitos negativos que
impactam pessoas, em nivel individual e coletivo, sociedades, economias € 0 meio
ambiente. Para citar alguns exemplos, a IAGen & conhecida por gerar conteudo falso,
ofensivo ou manipulador, como deepfakes (videos e/ou audios falsos), alucinagdes
(informacgdes inventadas apresentadas como fatos) ou instrugdes prejudiciais para os
usuarios. A esse respeito, a propria OpenlA reconhece que o GPT-4 possui limitagdes
similares aos modelos anteriores de GPT e, por essa razdo, “ele ainda nao é
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totalmente confiavel (‘alucina’ fatos e comete erros de raciocinio). Deve-se ter muito
cuidado ao usar os resultados do modelo de linguagem, especialmente em contextos
de alto risco”.?’

No campo legal, o uso de dados protegidos por direitos autorais no treinamento
de modelos de |A generativa levanta questdes concernentes a propriedade intelectual,
criando incertezas sobre a propriedade de conteudos gerados com base em materiais
ja existentes e protegidos por lei. Ha também os riscos associados a privacidade e a
protecao de dados pessoais, uma vez que esses modelos podem expor informacgdes
contidas em seus dados de treinamento, como dados pessoais identificaveis e dados
pessoais sensiveis (e.g., dados de saude, dados biométricos, e informagdes que
revelam origem racial ou étnica, convicgdes religiosas ou politicas, etc.).

Do ponto de vista econémico, a automacéao de tarefas criativas, como redacao,
design e codificagdo, ameaga empregos em setores como jornalismo, marketing e
artes, gerando desigualdades e exigindo requalificagdo da forga de trabalho. Por sua
vez, o desenvolvimento de modelos de IA generativa depende diretamente de uma
mao de obra mal remunerada e frequentemente explorada, composta por
trabalhadores em paises em desenvolvimento que recebem salarios baixos e s&o
submetidos a jornadas de trabalho intensas. O impacto ambiental é outro ponto critico,
ja que o treinamento e a operagao desses modelos necessitam de alta capacidade
computacional e, por consequéncia, consomem grandes quantidades de energia e
agua para resfriamento de servidores, contribuindo para emissdes de carbono e
escassez hidrica.

Por fim, a falta de transparéncia e explicabilidade dos modelos, que muitas
vezes operam como caixas-pretas, dificulta a compreensdo de suas decisdes e a
responsabilizagcado dos agentes envolvidos. Além disso, os modelos podem perpetuar
vieses presentes nos dados de treinamento, como preconceitos raciais, de género ou
sociais, gerando saidas discriminatorias que agravam desigualdades em areas como
recrutamento, justica ou saude, impactando comunidades vulneraveis e violando

direitos fundamentais, conforme sera apresentado a seguir.

27 OpenlA. GPT-4. Disponivel em: https://openai.com/index/gpt-4-research/. Acesso em: 18 jul. 2025.
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3. RACISMO ALGORITMICO E PERFILAMENTO

3.1. Vieses discriminatoérios

Na era em que algoritmos moldam desde escolhas cotidianas até decisdes de
impacto social, a promessa de uma inteligéncia artificial neutra e eficiente se confronta
com uma realidade incémoda: a reproducéo de padrdes historicos de desigualdade.
Ao tratar sobre os efeitos do uso massivo de sistemas de IA no livro “Algoritmos de
Destruicdo em Massa”, a matematica Cathy O'Neil apresenta o conceito do que ela
prépria denomina de Armas de Destruicdo Matematica — ADM (do inglés, Weapons of
Math Destruction — WMD). Segundo a autora, uma AMD é marcada por trés
caracteristicas principais: opacidade, escala e dano (O’neil, 2020). Esses elementos
convergem para transformar um modelo algoritmico em uma ADM.

A opacidade dos algoritmos de IA e a sua forma de funcionamento pode
ser vista como benéfica aos agentes econdmicos, a medida que impde verdadeira
dificuldade para o monitoramento dessas estruturas. Isso ocorre porque, em razao da
opacidade, os agentes podem proteger suas férmulas algoritmicas através do manto
do segredo de negdcios e sob o pretexto de que ha confusdo entre o cdodigo de
programacao — inputs de dados, componentes, propriedades do codigo, calculos,
variaveis, etc. — e as informagdes que sdo protegidas por lei, ou seja, em tese, ndo
seria possivel discernir onde termina um e onde comega o outro. Assim, sob a ética
econbmica e concorrencial, ha inumeras vantagens na manutengdo da
confidencialidade de informacbdes sobre como € construido e como funciona o
algoritmo/sistema de IA.

Diante da inseguranca e das incertezas se intensificaram os debates sobre
a importancia de transparéncia e explicabilidade dos sistemas de IA, o que culminou
no surgimento do campo de pesquisa denominado Explainable Al (XAl). Seu objetivo
consiste em “tornar o comportamento desses sistemas compreensivel para os
humanos, elucidando os mecanismos subjacentes aos seus processos de tomada de
decisdo” (EDPS, 2023, p. 3, tradugdo nossa). Para tanto, idealmente, “0 XAl deve
incluir a capacidade de explicar as competéncias e entendimentos do sistema, explicar
suas acgdes passadas, processos em andamento e etapas futuras, e divulgar as
informagdes relevantes nas quais suas ag¢des se baseiam” (EDPS, 2023, p. 4,
tradugéo nossa).
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A principal justificativa € que os sistemas de IA funcionam como
verdadeiras "caixas pretas", das quais os usuarios nao tém controle algum. Divulgados
como sistemas naturalmente incompreensiveis, eles acabam sendo frequentemente
manobrados por empresas em busca de ganhos e da consolidagdo de seu dominio
no mercado de dados. Segundo Frank Pasquale, a sociedade esta imersa na
mencionada "caixa preta”, onde os algoritmos ditam os rumos da vida das pessoas,
sem que elas entendam completamente como isso acontece (Pasquale, 2015). A
“‘caixa preta” detém um conhecimento vasto e armazena tudo, funcionando como um
mecanismo de vigilancia ininterrupta. Assim, de modo pouco ou nada perceptivel, os
algoritmos s&o responsaveis por moldar identidades e influenciar os desejos e
pensamentos humanos.

A ideia de "caixa preta" evoca a falta de informacgdes claras sobre o
funcionamento dos algoritmos de IA, sobre seus elementos confidenciais, nao
revelados, invisiveis ao publico ou acessiveis a um grupo restrito. Nao ha duvidas de
que esses elementos impactam a sociedade, indo de encontro aos interesses dos
individuos e da coletividade e, as vezes, dos proprios objetivos divulgados
publicamente pelas empresas. Por exemplo, uma pessoa pode ser rejeitada em um
processo seletivo inclusivo por um algoritmo de recrutamento sem entender o motivo,
ja que os calculos e as variaveis envolvidas nao sao explicados. A ininteligibilidade do
sistema algoritmo de |A dificulta a contestacdo de decisbes e a identificagdo de
possiveis vieses, como discriminagdes raciais embutidas no sistema. Por essa razao,
Pasquale questiona até que ponto convém obstar o acesso a esses sistemas sob o
argumento de proteger o segredo de negocios e o interesse publico, particularmente
quando os interesses em questao s&o de agentes governamentais e econdmicos. E
vai além, ao indagar de que forma é possivel regular o campo tecnolégico quando seu
funcionamento nao é totalmente compreendido pelo ser humano e ha esforgos
continuos para blinda-lo do escrutinio publico.

E notavel que as big techs — as denominadas gigantes da tecnologia, como
Microsoft, Apple, Meta, Amazon, X (antigo Twitter), OpenAl e Google — controlam uma
enorme parcela do poder tecnolégico global, a partir da concentracdo de
conhecimento técnico e do monopolio de mercado. Essas grandes companhias
influenciam na formacdo do pensamento coletivo a respeito da relagdo entre
tecnologia e sociedade, atuando como intermediarias através da coleta massiva de

dados. As vastas quantidades de dados disponibilizados voluntaria ou
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involuntariamente pelos usuarios sao exploradas ativamente pelas empresas com o
propdsito de obter vantagens e impulsionar a venda de seus produtos e servigos,
numa estratégia que visa o controle absoluto do mercado. Como consequéncia, sao
tomadas decisdes com repercussao sobre toda a sociedade sem qualquer consulta
ou supervisdo. A professora Shoshana Zuboff chama esse fenbmeno de capitalismo
de vigilancia, que consiste num modelo econémico baseado na coleta, analise e
comercializagdo de dados pessoais em larga escala (Zuboff, 2019). Por meio desse
processo, empresas transformam experiéncias humanas — como comportamentos,
preferéncias, desejos, habitos e até emogdes — em dados brutos, que sdo entdo
tratados, usados para predi¢cdes e comercializados como produtos no mercado.

Segundo o professor Pierri Lévy, o poder das big techs transcende a esfera
econdmica, estendendo-se ao campo politico, uma vez que diversas fungdes sociais
e de infraestrutura, que tradicionalmente e até entdo eram exclusivas dos Estados-
nagdes, agora estédo sob o controle dessas corporagdes.?® As big techs formam o que
ele chama de "Estados-plataforma"”, pois controlam infraestruturas essenciais, detém
vastas quantidades de dados e influenciam a esfera publica — superando as fronteiras
nacionais e a geopolitica, e, por conseguinte, estabelecendo-se como um poder que
abrange todo o planeta. Nisso consiste a escala referenciada por O’neil: a capacidade
dos modelos algoritmicos de IA, como os desenvolvidos pelas big techs, de impactar
um grande numero de pessoas ou situagdes de forma simultdnea e em niveis distintos
— econdmico, politico, social, etc.

Nessa conjuntura, € fundamental considerar que, desde a concepgéo, por
tras da criagdo e evolugao de sistemas algoritmicos, existem interesses de setores
econdmicos, mesmo que nao evidentes. Os impactos observados nas areas politica
e social indicam a formacado de um discurso baseado na suposicdo de que, nao
obstante as intengdes dos agentes econémicos e governamentais, algoritmos de |A
sdo neutros, objetivos e desprovidos de valores e ideologias. A ideia de neutralidade
tecnologica emerge da visdo de que o conhecimento técnico € produzido e
disseminado em apartado da sociedade, sendo desprovido de valores e influéncias
externas, apresentando uma logica funcional propria. Assim, seriam as tecnologias

nao apenas neutras, mas também autbnomas e isentas de vieses. Contudo, trata-se

28 Fernandes, Daniela. ‘Gigantes da web sdo novo Estado’, diz Pierre Lévy. Valor Econdmico. 23
de Out. 2020. Disponivel em: https://valor.globo.com/eu-e/noticia/2020/10/23/gigantes-da-web-sao-
novo-estado-diz-pierre-levy.ghtml?utm_source=chatgpt.com. Acesso em: 16 abr. 2025.
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de um mito fundado na hierarquizacdo do saber cientifico e na supervalorizacdo do
conhecimento quantitativo (Frazdo, 2021), que oculta valores e interesses que sao,
em esséncia, humanos e sociais.

Andrew Feenberg defende que a tecnologia € um artefato sociocultural que
reflete os valores da sociedade industrial, especialmente os das classes dominantes
que se manifestam através do dominio da técnica, e, por essa razao, ndo é neutra
(Feenberg, 1991). Em sentido analogo e em critica ao determinismo tecnoldgico?®,
Langdon Winner sustenta que artefatos técnicos — maquinas, infraestruturas,
sistemas — possuem qualidades politicas que moldam as relagdes de poder e de
autoridade na sociedade. Por assim serem, tecnologias n&o s&o neutras, uma vez que
incorporam escolhas sociais que refletem interesses de determinados grupos,
influenciando diretamente como as pessoas vivem, trabalham, consomem e interagem
(Winner, 1980).

A neutralidade tecnoldgica é parte do arcabougo ideolégico do Vale do
Silicio, que se alinha a uma vis&o tecnolibertaria e neoliberal®® que difunde a ideia de
que os resultados — sejam positivos ou negativos — dependem apenas de como a
tecnologia é usada, ndo de como é projetada ou por quem. No entanto, como visto,
essa ideia é fortemente rechagada pelo campo da Ciéncia, Tecnologia e Sociedade
(CTS), que compreende a tecnologia como um artefato cultural, moldado pelas
intencdes, valores e preconceitos de seus criadores — neste caso, uma elite
predominantemente branca, masculina e privilegiada. A suposta neutralidade é,
portanto, e antes de mais nada, uma fachada que protege as empresas de tecnologia
das criticas sobre os produtos e servigos distribuidos em larga escala e, por
consequéncia, da responsabilizagdo e da prestacdo de contas (accountability),
especialmente quando estes amplificam discriminagdes ou lucram com elas (Noble;
Roberts, 2020).

29 A teoria do determinismo tecnoldgico estabelece que a tecnologia e seus avangos sdo os principais
motores das transformacgdes historicas e sociais. Parte-se da premissa que a tecnologia nao é apenas
um elemento essencial para a evolugdo da humanidade e da sociedade, mas também uma forca
inovadora e autbnoma. Nesse sentido, os aspectos humanos e sociais sdo vistos como menos
importantes, ja que a visdo predominante sugere que a tecnologia ndo pode ser controlada; ao
contrario, ela influencia os caminhos da histéria, bem como os comportamentos e os valores humanos.
Vide: Corréa, Raquel Folmer.; Geremias, Bethania Medeiros. Determinismo tecnolégico: elementos
para debates em perspectiva educacional. Revista Tecnologia e Sociedade. v. 9, n. 18, 2013.
Disponivel em: https://periodicos.utfpr.edu.br/rts/article/view/2633/1750#. Acesso em: 23 nov. 2024.

30 Morente, Jaime Caro. The Silicon (Valley) Doctrine. Las ideologias de las Big-Tech. El Viejo Topo.
Disponivel em: https://www.elviejotopo.com/articulo/the-silicon-valley-doctrine-las-ideologias-de-las-
big-tech/. Acesso em: 3 dez. 2024.
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O manifesto contra a diversidade de James Damore?®!, ex-engenheiro de
software do Google, exemplifica bem essa Iégica. Damore defendia que iniciativas de
diversidade eram "discriminatorias" com homens brancos, insinuando que a
tecnologia deveria funcionar em um ambiente neutro, sem influéncias relacionadas a
raga ou género. Todavia, essa perspectiva se mostra historicamente equivocada, pois
desconsidera séculos de excluséo estrutural de minorias, que a tecnologia, ao invés
de corrigir, muitas vezes reproduz. A nogao de neutralidade, nesse contexto, serve
como uma ferramenta retérica para preservar o status quo, impedindo que as
empresas reconhegam as consequéncias de suas decisdes sobre design e
recrutamento.

Algoritmos, plataformas e dispositivos carregam inscrigées algoritmicas e
genéticas de raca (Noble; Roberts, 2020), ou seja, refletem os vieses de seus
criadores, os dados com o0s quais séo treinados e o ambiente ao qual foi exposto,
evidenciando que tais vieses ndo sao acidentais, mas estruturais, resultado de uma
forgca de trabalho homogénea e de uma ideologia que nega a influéncia da raga no
design tecnolégico. Dentro do campo da IA, os vieses podem ser compreendidos sob
trés diferentes perspectivas: estatistica, legal/juridica e social/cognitiva. Em sistemas
técnicos, o viés tende a ser tratado como um fendmeno estatistico e representa “um
efeito que priva um resultado estatistico de representatividade, distorcendo-o
sistematicamente, diferentemente de um erro aleatério, que pode distorcer em uma
ocasido, mas se equilibra na meédia” (Schwartz et. al, 2022, p. 3, tradu¢do nossa).
Deduz-se dai que os vieses da inteligéncia artificial sdo falhas que ocorrem
reiteradamente durante o uso de algoritmos de |A, as quais produzem resultados que
nao correspondem com a realidade ou com o comportamento desejado. Nesse
contexto, diz-se que um sistema de IA é tendencioso quando exibe comportamento
sistematicamente impreciso.

Ainda que tecnicamente precisa, essa definicho ndo abrange nem
comunica suficientemente todo o espectro de riscos representados pelo viés em
sistemas de IA, razdo pela qual € complementada pelas outras duas perspectivas.
Sob o ponto de vista juridico,

31 Conger, Kate. Exclusive: Here’s The Full 10-Page Anti-Diversity Screed Circulating Internally at
Google [Updated]. Gizmodo, 5 ago. 2017. Disponivel em: <https://gizmodo.com/exclusive-heres-the-
full-10-page-anti-diversity-screed-1797564320>. Acesso em: 21 mar. 2025.
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O viés discriminatério inadmissivel geralmente & definido pelos tribunais
como consistindo em tratamento diferenciado, amplamente definido como
uma decisdo que trata um individuo de forma menos favoravel do que
individuos em situagdo semelhante devido a uma caracteristica protegida,
como raga, sexo ou outra caracteristica, ou como impacto diferenciado, que
é amplamente definido como uma politica ou pratica aparentemente neutra
que prejudica desproporcionalmente um grupo com base em uma
caracteristica protegida (Schwartz et. al, 2022, p. 4, tradugdo nossa).

O tratamento desigual, em si, ndo configura discriminagdo que € vedada
pelo ordenamento juridico patrio, uma vez que se admite a chamada discriminagao
positiva — que nada mais € do que “favorecer de modo diferenciado aqueles que
estejam em situagdes de indevida desvantagem social (os fragilizados, os oprimidos,
as “minorias”) ou impor um gravame maior aos que estejam numa situacdo de
exagerada vantagem social” (Rothenburg, 2009, p. 81). Nao se admite, no entanto, a
dita discriminacéo ilicita, pois vedada expressamente por lei, e abusiva, pois resulta
em restricbes indevidas de direitos, tratamento desigual ou impactos negativos
desproporcionais aos individuos, sem que haja uma proibigdo expressa e categorica
na lei (Mendes; Mattiuzzo; Fujimoto, 2021).

Na perspectiva social, o foco €& direcionado as equipes que estdo
envolvidas no projeto e desenvolvimento de sistemas de IA e que transferem seus
vieses cognitivos, tanto individuais quanto de grupo, para o processo. Assim, “o viés
€ predominante nas suposi¢cdes sobre quais dados devem ser usados, quais modelos
de IA devem ser desenvolvidos, onde o sistema de IA deve ser implantado — ou se a
IA é realmente necessaria (Schwartz et. al, 2022, p. 5, tradugdo nossa). Em nivel
institucional, os vieses sistémicos influenciam a forma como organizagdes e equipes
sao estruturadas e quem controla os processos de tomada de decisédo.

Assim, o viés ndo é apenas um problema isolado de natureza técnica, legal
ou social, mas uma interacdo dinamica que amplifica danos em multiplas escalas
quando ndo mitigado. E é esse o ultimo elemento da ADM proposta por O’neil, qual
seja, o dano causado pelas decisbes algoritmicas que reforgam desigualdades ou
produzem injusticas. Em estudo sobre LLMs realizado em 2023, pesquisadores da
Universidade de Washington identificaram e quantificaram vieses contra 93 (noventa
e trés) grupos estigmatizados (e.g., estigmas relacionados a etnia, doengas,
deficiéncias, uso de drogas, saude mental, religido, sexualidade, status
socioecondémico, etc.) (Mei; Fereidooni; Caliskan, 2023). Tal numero, que n&o é

exaustivo, indica uma variedade grande de grupos estigmatizados que sofrem com os
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vieses presentes em sistemas de IA e, consequentemente, sugere uma abordagem

multidisciplinar.

3.2. Racismo algoritmico

Em maio de 2025, a nutricionista e pesquisadora Bruna Oliveira, conhecida
nas redes sociais como Bruna Crioula, fez uma denuncia publica contra o LinkedIn,
apontando a ocorréncia de discriminagéo algoritmica por parte da plataforma.3?> Com
um curriculo sélido, incluindo formagédo em nutricdo, mestrado em ciéncias sociais e
atuagao profissional em nutricdo ecologica, Bruna fez uso da plataforma com o
objetivo de encontrar vaga de emprego em sua area de formacgao, todavia, passou a
receber apenas recomendagdes para a area de servigos gerais, a qual ndo guarda
qualquer relagdo com o seu perfil. Assim, n&o obstante o registro de pedido formal de
explicagbes para o LinkedIn, a jovem relata que recebeu resposta genérica, na qual a
empresa limitou-se a justificar a I6gica de seus algoritmos — sem, contudo, apresentar
informagdes que ajudassem a entender o porqué do resultado em completo
descompasso com o seu perfil.

O algoritmo de recrutamento do LinkedIn trabalha com base na
compreensao pormenorizada do perfil do usuario e das vagas disponiveis através da
analise de dados feita por um sistema de inteligéncia artificial. Ainda que os detalhes
desse sistema e de seu funcionamento ndo sejam de conhecimento publico, € notodrio
que sdo consideradas as informacdes constantes no perfil do usuario, tais como
experiéncia profissional, formagédo académica, competéncias, localizagdo geografica,
além das interagdes prévias na plataforma. O mesmo é feito em relagdo as vagas
disponiveis, de onde sdo extraidos os dados sobre os requisitos exigidos por quem
esta contratando, a descrigdo do cargo, a localizagdo da empresa, a modalidade do
emprego (se presencial, hibrido ou remoto), entre outras informagdes pertinentes. E,

assim,

Com base nesses dados, o algoritmo emprega técnicas de aprendizado de
maquina para estabelecer correlagbes entre candidatos e vagas. Por
exemplo, o algoritmo pode empregar algoritmos de classificagdo para
determinar a pertinéncia de uma vaga especifica para um determinado
candidato, levando em conta suas competéncias e experiéncias. Ele pode

32 Crioula, Bruna. Quando o algoritmo é cruel: uma mulher negra e a violéncia silenciosa do
LinkedIn. Disponivel em: https://brunacrioula.medium.com/quando-o-algoritmo-%C3%A9-cruel-uma-
mulher-negra-e-a-viol%C3%AAncia-silenciosa-do-linkedin-d387a614d3aa. Acesso em: 28 jun. 2025.
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também analisar padrées nos dados para identificar quais competéncias séo
mais valorizadas por certos empregadores ou setores da industria.

Ainda, o algoritmo considera o envolvimento do usuario com a plataforma. Se
um usuario demonstra interesse em vagas de um setor especifico ou interage
regularmente com conteudo relacionado a uma determinada érea
profissional, o algoritmo pode priorizar vagas nessa area em suas
recomendagdes. (Barros, 2024, pp. 20-21)

A denuncia formalizada por Bruna a respeito da microagresséo racial
sofrida pelo LinkedIn (Silva, 2020) dialoga diretamente com reportagem feita pela
Bloomberg a respeito de imagens geradas pelo Stable Diffusion (da Stability Al) a
partir de comandos de texto.®® Assim como muitos modelos de IA generativa, o
conteudo inédito criado pelo Stable Diffusion parece ser confiavel e guardar relagéo
com a realidade, mas foi revelado que ele leva as disparidades raciais a extremos. Na
analise feita pela Bloomberg, o Stable Diffusion foi utilizado para criar representagdes
de trabalhadores para 14 empregos — 300 imagens para cada um, representando
sete empregos tipicamente considerados "bem remunerados"3* nos EUA e sete
considerados "mal remunerados".3®

No total foram analisadas 5.100 imagens de pessoas geradas por
inteligéncia artificial e, para cada imagem, foi calculada uma cor média tendo por
parametro a pele do rosto. Com base nessa cor média, cada rosto foi classificado em
uma das seis categorias de pigmentacédo da pele, conforme definido pela Escala de
Pele Fitzpatrick (um sistema usado por médicos dermatologistas e pesquisadores). A
pesquisa revelou que os conjuntos de imagens criadas para cada trabalho bem
remunerado eram dominados por pessoas de pele clara, enquanto aquelas com pele
mais escura eram frequentemente associadas a prompts como "trabalhador de fast-

food" e "assistente social" (Figura 4).

Figura 4 — Representagéo grafica do “rosto” dos trabalhos mais bem e mal remunerados

33 Nicoletti, Leonardo; Bass, Dina. Humans Are Biased. Generative Al Is Even Worse. Bloomberg,
09 Jun. 2023, disponivel em <https://www.bloomberg.com/graphics/2023-generative-ai-bias/. Acesso
em: 23 abr. de 2025.

34 Entre as sete profissdes mais bem remuneradas listadas estdo: Arquiteto, advogado, politico, médico,
diretor executivo/geral (CEO), juiz e engenheiro.

35 Entre as sete profissdes mais mal remuneradas listadas estdo: zelador, lavador de pratos, trabalhador
de fast-food, caixa, professor, assistente social e empregada doméstica.
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High-paying occupations
ARCHITECT LAWYER POLITICIAN DOCTOR

Low-paying occupations
JANITOR DISHWASHER FAST-FOOD WORKER CASHIER TEACHER SOCIAL WORKER HOUSEKEEPER

EEEEEEE
- -

Fonte: Bloomberg, 2023.3¢
A primeira vista, seria até possivel pensar que as imagens geradas refletem

apenas um problema estrutural da sociedade referente a desigualdade racial e de
género no mercado de trabalho. No entanto, quando cruzados os resultados das
imagens criadas com os dados fornecidos pelo Departamento de Estatisticas do
Trabalho dos EUA, verificam-se imprecisdes na representacdo do que seria o “rosto”
de cada uma das ocupagdes foco da analise. Por exemplo, 0 modelo gerou imagens
de pessoas com tons de pele mais escuros 70% do tempo para a palavra-chave
"funcionario de fast-food", embora 70% dos funcionarios de fast-food nos EUA sejam
brancos. Da mesma forma, 68% das imagens geradas de assistentes sociais tinham
tons de pele mais escuros, enquanto 65% dos assistentes sociais dos EUA séo
brancos. Os resultados gerados pelo Stable Diffusion séo representacbes de
esteredtipos raciais, mas de maneira ainda mais distorcida da realidade.

Casos do género nado sao novos. Em 2016, a ProPublica publicou artigo
revelando a existéncia de vieses raciais no algoritmo COMPAS (Correctional Offender
Management Profiling for Alternative Sanctions)®’, usado nos EUA para prever o risco
de reincidéncia criminal. A analise mostrou que o algoritmo, desenvolvido pela

Northpointe (agora Equivant), classificava desproporcionalmente pessoas negras

3 Nicoletti, Leonardo; Bass, Dina. Humans Are Biased. Generative Al Is Even Worse. Bloomberg,
9jun. 2023, disponivel em <https://www.bloomberg.com/graphics/2023-generative-ai-bias/. Acesso em:
23 abr. de 2025.

37 Angwin, Julia; Larson, Jeff; Mattu, Surya; Kirchner, Lauren. Machine Bias. ProPublica, 23 mai. 2016.
Disponivel em: https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-
sentencing. Acesso em: 21 mar. 2025.
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como de alto risco de reincidéncia, mesmo quando nao reincidiam, em comparagao
com pessoas brancas. Especificamente, 45% dos negros que nao reincidiram foram
erroneamente classificados como alto risco, contra 23% dos brancos. Em resposta, a
Northpointe publicou um artigo técnico®® defendendo a sua abordagem e destacando
que o COMPAS foi projetado para prever a probabilidade de reincidéncia em trés
categorias de risco (baixo, médio e alto), e ndo para determinar sucesso ou falha de
maneira direta, como sugerido pela ProPublica. Além disso, enfatizou que o COMPAS
deveria ser usado como uma ferramenta auxiliar, ndo como o unico critério para
decisdes judiciais, e que os juizes deveriam considerar outros fatores.

Naquele mesmo ano, Joy Buolamwini, cientista da computacéo do Instituto
de Tecnologia de Massachusetts (MIT), denunciou a presenga de vieses raciais em
algoritmos de reconhecimento facial através de uma TED Talk®*® e, posteriormente, no
documentario Coded Bias (2020), de Shalini Kantayya.*? Ela descobriu que sistemas
de inteligéncia artificial comerciais, como os usados para identificar rostos,
apresentavam taxas de erro significativamente maiores para pessoas de pele escura,
especialmente mulheres negras, devido a conjuntos de dados enviesados e falta de
diversidade nos processos de desenvolvimento. Em 2018, Joy publicou em parceria
com a cientista de dados Timnit Gebru o estudo Gender Shades*', no qual demonstrou
como essas tecnologias perpetuavam preconceitos raciais e de género, levando a
consequéncias discriminatorias em areas como seguranga, recrutamento e justica.

A denuncia de Bruna e de Joy, a reportagem da Bloomberg, o artigo sobre
o COMPAS, assim como tantos outros casos reportados nos ultimos anos*?, fazem

parte de um universo do que se convencionou chamar de racismo algoritmico, uma

38 Dieterich, William; Mendonza, Christina; Brennan, Tim. COMPAS Risk Scales: Demonstrating
Accucary Equity and Predictive Parity. Nortpointe, 2016. Disponivel em:
https://embed.documentcloud.org/documents/2998391-ProPublica-Commentary-Final-070616/.
Acesso em: 21 mar. 2025.

3% Boulamwini, Joy. In: TED Talk 2016. How I'm fighting bias in algorithms. (8 min) Disponivel em:
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms. Acesso em: 22 mar.
2025.

40 Coded Bias. Diregdo: Shalini Kantayya. Estados Unidos, China, Reino Unido: Netflix, 2020.
Disponivel em: https://www.netflix.com/br-en/title/81328723. Acesso em: 22 mar. 2025.

41 Buolamwini, Joy; Gebru, Timnit. Gender Shades: Intersectional Accuracy Disparities in
Commercial Gender Classification. Disponivel em:
https://proceedings.mir.press/v81/buolamwini18a/buolamwini18a.pdf. Acesso em: 22 mar. 2025.

42 SILVA, Tarcizio (ed.) et al. Mapeamento de Danos e Discriminagao Algoritmica. Desvelar, 2025.

Disponivel em: https://desvelar.org/casos-de-discriminacao-algoritmica/. Acesso em: 17 mai. 2025.
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espécie de discriminacdo algoritmica que tem sua razdo de ser pautada na raca.
Segundo Tarcizio Silva, o racismo algoritmico*® pode ser compreendido como

o0 modo pelo qual a disposicéo de tecnologias e imaginarios sociotécnicos em
um mundo moldado pela supremacia branca realiza a ordenagéo algoritmica
racializada de classificagdo social, recursos e violéncia em detrimento de
grupos minorizados. Tal ordenagdo pode ser vista como uma camada
adicional do racismo estrutural, que, além do mais, molda o futuro e os
horizontes de relagdes de poder, adicionando mais opacidade sobre a
exploracéo e a opressao global que ja ocorriam desde o projeto colonial do
século XVI (Silva, 2022, p. 69).

Nesse sentido, faz-se necessario apreender o conceito de raga e de
racismo, tdo essenciais para o presente trabalho. A construcdo da raga como
categoria esta intimamente ligada ao desenvolvimento do capitalismo colonial e a
estruturacéo das relagdes de dominag&o. Quijano ensina que “a ideia de raga, em seu
sentido moderno, ndo tem histéria conhecida antes da América” (Quijano, 2025, p.
117) e que, a época das primeiras embarca¢gées rumo ao aludido continente, as
relagbes foram firmadas tendo por referéncia as diferengas fenotipicas e bioldgicas
entre conquistadores e conquistados. Dai surgiram as identidades hoje consolidadas
— negros, indigenas, mesticos — e outras ja existentes foram redefinidas. A despeito
da ideia de raga ter nascido como uma realidade biologica, existe consenso amplo
dentro da comunidade cientifica de que se trata de uma construgao social.

Convém dizer que o conceito de raca e de racismo estdo profundamente
imbricados e que este ultimo precede o primeiro, “na medida em que a ciéncia colonial
foi instrumentalizada para definir hierarquias de valores aplicadas aos diferentes
grupos demograficos do mundo” (Silva, 2025, p. 26), visando a promogéao de teorias
racialistas e o posicionamento do europeu “como legitimo universal e merecedor das
invasdes empreendidas e da formatagdo do mundo, territérios e modos de vida” (Silva,
2025, p. 26). Dentro desse contexto, racismo pode ser compreendido como uma forma
“sistematica de discriminacdo que tem a raca como fundamento, e que se manifesta
por meio de praticas conscientes ou inconscientes que culminam em desvantagens
ou privilégios para individuos, a depender do grupo racial ao qual pertengam”
(Almeida, 2019, p. 22). Na definigdo de Sueli Carneiro:

43 Frequentemente, o termo racismo algoritmico é usado de forma intercambiavel com viés racial, viés
algoritmico, discriminagao algoritmica e discriminag&o algoritmica racializada. Na literatura estrangeira,
ha certa predilegao pelo uso do termo “bias” (viés), o qual é associado a categorias como raga e género
em analises sobre discriminagao.
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O racismo, enquanto pseudociéncia, busca legitimar a produgéo de privilégios
simbdlicos e materiais para a supremacia branca que o engendrou. Sao
esses privilégios que determinam a permanéncia e a reproduc¢ao do racismo
enquanto  instrumento de  dominagdo, exploragdo e, mais
contemporaneamente, de exclusdo social em detrimento de toda evidéncia
cientifica que invalida qualquer sustentacdo para o conceito de raca
(Carneiro, 2023, p. 20)

Para Abdias do Nascimento, raga ndo é apenas uma categoria de
diferenciagao fenotipica, mas um mecanismo politico que opera por meio do racismo
mascarado, especialmente no Brasil, onde o mito da democracia racial oculta a
exclusao sistematica dos negros, negando-lhes identidade, direitos e autonomia
cultural (Nascimento, 2016). Ja Sueli Carneiro, objetivando explicar as relagdes raciais
advindas da colonizag¢ao europeia, desenvolve o conceito de dispositivo de racialidade
que, segundo a autora, é um sistema de poder que constréi o negro como "outro"
inferior, um "ndo-ser", para sustentar a supremacia branca, que se posiciona como o
"ser" normativo. Esse conceito € central para entender o racismo estrutural no Brasil,
especialmente em sua forma velada, mascarada pelo mito da democracia racial
(Carneiro, 2023).

Intensamente endossado pelo governo, pela elite politica e econémica e
por tedricos no século XX*, o mito da democracia racial construiu a falsa percepgéo
de que no Brasil o racismo teria sido mais brando do que em outros paises que,
igualmente, passaram por um processo de escravizagdo da populagdo negra, a
exemplo dos Estados Unidos. Tarcizio Silva diz essa versado deturpada da realidade
brasileira € um dos entraves para se reconhecer, pela ciéncia social hegemonica,
“aproximacgdes entre abordagens estadunidenses e brasileiras sobre opressao racial”
(Silva, 2025, p. 25). Todavia, ele lembra que em ambito institucional, notadamente

Quanto a segregagdo explicita, politicas publicas, decretos e leis que
desenvolveram a abordagem migratéria para embranquecimento do Brasil
sdo exemplos, que se somam ao uso efetivamente discriminatério de muitos
instrumentos posteriores, como a Lei de Terras, Lei da Vadiagem, Lei de
Drogas e outras provam que houve o uso do direito positivo para a
segregacao (Silva, 2025, p. 25).

44 Por meio do livro Casa Grande e Senzala e de outras obras, o socidlogo Gilberto Freyre foi um dos
principais articuladores da ideia de que a miscigenacao no Brasil teria criado uma sociedade mais
igualitaria e menos racista que em outros paises, como os Estados Unidos.
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Diante dessa abordagem a partir da qual se apreende que no Brasil pos-
abolicdo houve segregacao institucionalizada da populagdo negra, busca-se uma
aproximacado com por tedricos estadunidenses para compreender esse fenbmeno
transcontinental que se manifesta através da tecnologia.

Ruha Benjamin defende que a raga é uma forma de tecnologia, um
constructo social projetado para "separar, estratificar e santificar as muitas formas de
injustica vivenciadas por membros de grupos racializados, mas que as pessoas
rotineiramente reimaginam e redistribuem para seus proprios fins” (Benjamin, 2019, p.
31, traducdo nossa). Assim como ferramentas tecnologicas (algoritmos, sistemas de
IA, entre outros), a raga é usada para categorizar, hierarquizar e controlar populagdes,
perpetuando sistemas de poder.

Benjamin estrutura sua analise em torno de frameworks conceituais
inovadores, tendo o New Jim Code como conceito central. O termo remete ao conjunto
de leis estaduais e locais que institucionalizou a segregacéo racial no sul dos Estados
Unidos entre os séculos XIX e XX, mas que dentro da realidade do século XXI refere-
se ao "uso de novas tecnologias que refletem e reproduzem desigualdades existentes,
mas que sao promovidas e percebidas como mais objetivas ou progressistas do que
os sistemas discriminatorios de uma era anterior" (Benjamin, 2019, p. 13, tradugéo
nossa). Isto €, em nome do progresso tecnologico, sdo configuradas novas formas de
segregacao e perpetuagdo do racismo, que se reinventa por meio de métodos
hodiernos e sofisticados (Silva, 2020). O framework elaborado por Benjamin
categoriza formas de discriminagao tecnologica em quatro dimensdes principais:
desigualdade projetada (engineered inequity), discriminagdo por padrédo (default
discrimination), exposi¢cédo codificada (coded exposure) e benevoléncia tecnoldgica
(technological benevolence).

A primeira dimensao refere-se as tecnologias projetadas de forma que
intencionalmente (ou n&o) incorporem vieses que potencializam desigualdades
raciais, frequentemente por meio de dados historicos enviesados ou decisbes de
design que priorizam eficiéncia sobre equidade. Logo, em vez de eliminar o racismo,
essas tecnologias o "engenham" em estruturas invisiveis, tornando-o mais dificil de
contestar. Um exemplo bastante ilustrativo e citado por Benjamin é de um concurso

de beleza conduzido por um sistema de |A*® — supostamente imparcial —, no qual 86%

4% Vide: https://beauty.ai/. Acesso em: 26 mar. 2025.
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dos finalistas selecionados foram pessoas brancas, refletindo vieses nos dados de
treinamento que associavam beleza a tragos eurocéntricos (pele branca, nariz e boca
pequenos, cabelo liso, olhos claros, etc.).

Na segunda dimensdo, as configuragbes padrées das tecnologias
assumem um usuario idealizado — branco, masculino e de classe média ou alta,
geralmente — ignorando ou marginalizando outros grupos. Isso cria uma discriminagéo
implicita, onde a tecnologia "funciona" para alguns, mas falha para outros, sem que
haja um viés explicito programado. E o caso dos sistemas de reconhecimento facial
que apresentam taxas de erro significativamente maiores para rostos negros ou,
ainda, dos dispensadores de sabdo automaticos que falham recorrentemente em
detectar m&os de pessoas negras, especialmente as que tém o tom mais escuro, mas
funcionam perfeitamente com pessoas brancas.

A terceira dimensao abrange tecnologias que aumentam a visibilidade e a
vigilancia sobre grupos racializados, expondo-os a maior escrutinio e controle,
enquanto protegem ou ocultam os grupos privilegiados. Benjamin compara a
exposi¢cao codificada a uma forma de segregacgéao digital, onde dados e algoritmos
criam "profecias autorrealizaveis" de criminalidade ou risco baseadas em padrdes
raciais. Essa € a logica dos sistemas de policiamento preditivo, como o PredPol, que
utilizam dados historicos de prisdes para prever crimes futuros, resultando em maior
policiamento em bairros cuja populagédo negra é predominante — ndo porque haja mais
crimes reais, mas porque os dados refletem décadas de policiamento desproporcional.

Por derradeiro, a ultima dimensdo compreende iniciativas tecnologicas
apresentadas como supostamente bem-intencionadas, tais como os modelos de
inteligéncia artificial que pretendem solucionar os problemas da sociedade ou de
grupos especificos. Na pratica, esse tipo de tecnologia reforga desigualdades ao
mascarar problemas estruturais ou impor solugdes que beneficiam as elites. Isso quer
dizer que a tecnologia n&o tem como solucionar problemas estruturais sem que antes
se operem mudancas sociais profundas. Nesse contexto, a tal benevoléncia se mostra
insidiosa porque usa retérica progressista para justificar opressao, desviando atengao
de reformas sistémicas. Benjamin menciona os aplicativos de saude que prometem
personalizagdo, mas ignoram contextos raciais, como disparidades em acesso
meédico.

As quatro dimensdes do New Jim Code evidenciam que a discriminagao

tecnoldégica ndo € um acidente, mas um produto de sociedades racistas que moldam
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o design, os dados e o uso de tecnologias, perpetuando hierarquias raciais de forma
cada vez mais invisivel e eficiente. As dimensdes se interconectam de modo ciclico:
uma desigualdade engenhada pode levar a discriminagdo padréo, que, por sua vez,
amplifica a exposi¢cado codificada, tudo sob o véu de benevoléncia. Inspirada em
tradi¢cdes abolicionistas historicas contra a escravidao e o encarceramento em massa,
Benjamin enfatiza a urgéncia de uma transformacgéao radical, propondo ferramentas
abolicionistas que vao além da mera correcéo de vieses para desafiar e desmantelar
os sistemas subjacentes.*®

Consoante pontuado, n&o se descuida que a teoria formulada por Benjamin se
insere dentro de um contexto especifico dos EUA, contudo, € particularmente
relevante para compreender o racismo algoritmico e suas manifestagbes em
tecnologias digitais, especialmente em modelos de inteligéncia artificial. E,
igualmente, importante por ressoar com a historia brasileira de colonialismo,

escravidao e exclusao racial.

3.3. Perfis e Perfilamento

Em 1876, o antropdlogo e psiquiatra Cesare Lombroso publicou a obra
L'Uomo Delinquente (ou “O Homem Delinquente”, em portugués) e nela postulou que
certos individuos possuem uma predisposicdo inata para a pratica de crimes,
decorrente de caracteristicas bioldégicas herdadas que os situam em um estagio
evolutivo inferior, proximo ao de ancestrais primitivos (Lombroso, 2010). Esse
conceito, conhecido como atavismo, sugere que o criminoso nato seria uma regresséo
da ragca humana a tragos selvagens, manifestados tanto em aspectos fisicos quanto
psicologicos. Nessa perspectiva, os criminosos natos poderiam ser identificados por
meio de caracteristicas anatdbmicas especificas, denominadas estigmas. Entre esses
tracos, destacam-se assimetrias cranianas, mandibulas proeminentes, orelhas
malformadas, sobrancelhas espessas e olhos pequenos, que, segundo Lombroso,

indicariam uma propensdo ao comportamento delituoso. Somam-se a tais

46 “Ruha Benjamin fala de um ‘toolkit abolicionista’, partindo do uso de dados como instrumentos de
liberacdo desde as visualizagbes de Du Bois e estatisticas de |da Wells-Barnett no século XIX até
iniciativas recentes através de diversos projetos que geram mais transparéncia, ativismo social a favor
da regulacao e ferramentas narrativas, que permitam contar as histérias de mais pessoas envolvidas e
afetadas pelas tecnologias” (Silva, Tarcizio. Raga Depois da Tecnologia: ferramentas abolicionistas
contra os novos racismos. Disponivel em: https://tarciziosilva.com.br/blog/raca-depois-da-tecnologia-
ferramentas-abolicionistas-contra-os-novos-racismos/. Acesso em: 27 mar. 2025).
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caracteristicas fisicas, tragos psicologicos como impulsividade, insensibilidade a dor,
auséncia de empatia e deficiéncia moral, que, em tese, tornariam os individuos
incapazes de se conformar as normas sociais.

A teoria desenvolvida por Lombroso representa uma das primeiras tentativas
sistematicas de explicar o comportamento criminoso por meio de uma perspectiva
cientifica, ancorada sobretudo em pressupostos bioldgicos. Nao obstante tenha sido
refutada por carecer de embasamento empirico e por reforgar sistemas de opressao
como o racismo, “trouxe pela primeira vez um enfoque sistematico a ideia de tragar
caracteristicas dos autores de crimes, embora hoje suas conclusdes sejam
amplamente criticadas por falta de rigor cientifico” (Siena, 2025). Antes de Lombroso,
nas sociedades pré-modernas, a identificagao de criminosos também carecia de rigor
cientifico, sendo frequentemente fundamentada em explicagbes misticas ou
religiosas. Durante a Antiguidade e a ldade Média, crimes eram atribuidos a forgas
sobrenaturais ou desvios morais, sem uma analise sistematica do comportamento do
individuo. Desprovidas de embasamento empirico, tais praticas refletiam as limitagdes
epistemoldgicas da época, nas quais o crime era interpretado como uma transgresséo
espiritual, e ndo como um fenébmeno passivel de investigagdo comportamental.

A literatura cientifica mostra que as primeiras abordagens sobre a pratica de
perfilamento advieram do campo criminal diante da necessidade de se desenvolver
técnicas investigativas eficazes, focadas nas caracteristicas psicoldgicas,
comportamentais e sociodemograficas dos autores de crimes. No inicio dos anos
1970, Howard Teten, instrutor da Academia do Federal Bureau of Investigation (FBI),
introduziu ao departamento conceitos de criminologia aplicada, desenvolvendo perfis
para casos nao resolvidos (casos arquivados ou, em inglés, cold cases). A abordagem
de Teten, centrada na analise comportamental, marcou o inicio da institucionalizagao
do perfilamento no ambito das instituicdes publicas, que se consolidou com a criagao
do Psychological Profiling Program em 1978 (Douglas; Olshaker, 1997). A
metodologia do FBI foi fortalecida na década seguinte, quando a Behavioral Science
Unit (BSU) obteve financiamento do National Institute of Justice, o que possibilitou a
criacdo de um banco de dados com entrevistas gravadas de homicidas condenados,
ampliando o conhecimento sobre o comportamento criminal. O referido banco de
dados tornou-se um pilar para a validagado empirica do perfilamento, permitindo a

sistematizacado de padrdes e a aplicacdo da técnica em casos reais.
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Em uma abordagem embrionaria, vinculada ao contexto de investigacao
criminal da década de 1980, Gary T. Marx e Nancy Reichman descrevem o
perfilamento como uma das principais técnicas*’ de busca sistematica de dados
empregadas por organizagdes e/ou instituigbes para detectar infragdes,
especialmente aquelas de “baixa visibilidade", como fraudes em programas de
assisténcia social, sonegacao fiscal e crimes do colarinho branco. Conforme explicam

os autores:

O perfilamento permite que os investigadores correlacionem uma série de
itens de dados distintos para avaliar o quao préoximo uma pessoa ou evento
se aproxima de uma caracterizagdo ou modelo de infragdo predeterminado.
As caracteristicas modais e os padrées de comportamento de violagdes ou
infratores conhecidos sdo determinados em relagdo as caracteristicas de
outros presumivelmente nao infratores. Indicadores de possiveis violagdes
sdo desenvolvidos a partir dessa comparagao (Marx; Reichman, 1984, p. 3,
tradugéo nossa)

O perfilamento, nessa concepgao, € tido como um método indutivo que se
distingue de abordagens dedutivas tradicionais, ao buscar correlacionar multiplos
itens de dados para construir modelos estatisticos ou descritivos de possiveis
infratores, aumentando a probabilidade de identificacao de infragbes em comparacgao
com buscas aleatodrias. Precisamente por causa de sua natureza preditiva, o
perfilamento assume um viés proativo e preventivo, logo, no campo criminal, &
frequentemente usado para localizar potenciais transgressores e evitar infragcoes
futuras, refletindo a racionalizagédo do controle social (Marx; Reichman, 1984) — que é
impulsionada pelo processo de informatizacdo e pela necessidade de gerenciar
infragbes em sociedades burocraticas complexas.

Sob otica distinta, Roger Clarke, ex-Comissario de Privacidade da Australia,
compreende o perfilamento como uma técnica de vigilancia de dados (dataveillance)*®

47 A outra técnica mencionada é o matching, ou cruzamento de dados, que envolve a comparagao de
informacgdes provenientes de duas ou mais fontes de dados distintas, com o objetivo de verificar
consisténcias, identificar discrepancias ou detectar multiplas ocorréncias que sugiram infragoes.
Diferentemente do perfilamento, que opera de forma indutiva com indicadores probabilisticos, o
matching € uma abordagem direta que busca evidéncias concretas de violagbes, como a presenca de
um mesmo individuo em listas mutuamente exclusivas (e.g., beneficiarios de assisténcia social com
contas bancarias acima do limite permitido) ou a inconsisténcia entre registros (e.g., pagamentos a
pessoas falecidas).

48 Clarke define dataveillance como a utilizagdo sistematica de bancos de dados para monitorar ou
investigar as agbes e comunicagdes de individuos ou grupos, destacando-se como uma forma de
vigilancia mais eficiente e econdmica em comparagdo com métodos convencionais. A pratica se divide
em dataveillance pessoal, focada no acompanhamento de individuos identificados, e dataveillance em
massa, que visa detectar suspeitos ou potenciais clientes em grandes popula¢des por meio de técnicas
como perfilamento e cruzamento de dados.
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que infere caracteristicas de uma classe especifica de pessoas a partir de
experiéncias passadas e busca, em grandes bases de dados, individuos que
correspondam a essas caracteristicas (Clarke, 1993). Por essa definicdo, que nao se
restringe ao dmbito criminal, o perfilamento abrange o processo de criagdo e aplicagao
de perfis, com foco no individuo. Ao contrario de Marx e Reichman, que tém uma
abordagem mais pratica e centrada na aplicagao do perfilamento para a descoberta
de infragbes e/ou infratores em contextos de enforcement, ou seja, uma abordagem
mais setorizada, Clarke enfatiza o processo técnico, com etapas bem definidas e
dependente de recursos computacionais e estatisticos.

A visao de Clarke, no entanto, € contraposta pelo jurista Lee Bygrave que, no
inicio do século XXI, criticava os estudos sobre perfilamento que consideravam a
criacdo de perfis como um processo direcionado exclusivamente a individuos, sem se
reportar de forma significativa a dimenséo coletiva (Bygrave, 2002). Pela perspectiva
de Bygrave, o processo de perfilamento remete, além de individuos, a entidades
coletivas (organizadas ou ndo organizadas), de modo que um perfil pode se
relacionar, simultaneamente, a qualquer uma das trés categorias. Nessa acepg¢ao,
“‘perfilamento € a inferéncia de um conjunto de caracteristicas (perfil) sobre uma
pessoa individual ou entidade coletiva e o tratamento subsequente dessa
pessoa/entidade ou de outras pessoas/entidades a luz dessas caracteristicas”
(Bygrafe, 2002, p. 301, tradugdo nossa).

Nas décadas seguintes, a técnica de perfilamento evoluiu significativamente,
tornando-se uma pratica automatizada e algoritmica.*® A mudancga paradigmatica foi
resultado dos avangos tecnoldgicos alcangados no campo da inteligéncia artificial e €
impulsionada, principalmente, pelo big data, pelo desenvolvimento de técnicas de
mineragao de dados e algoritmos de aprendizado de maquina. Mireille Hildebrandt foi
uma das principais teodricas a repensar o perfilamento frente a evolugéo tecnoldgica,
descrevendo-o como processo de descoberta de correlagdes em bancos de dados,

que podem ser usadas para identificar e representar sujeitos (humanos ou néao,

4% Mireille Hildebrandt lembra que “muito antes de os computadores se tornarem parte da vida cotidiana,
investigadores criminais elaboravam perfis de suspeitos desconhecidos, psicologos compilavam perfis
de pessoas com transtornos de personalidade especificos, gerentes de marketing elaboravam perfis
de diferentes tipos de clientes em potencial e gerentes perfilavam o potencial de seus funcionarios para
funcdes especificas. O perfilamento adequado parece ter sido uma competéncia crucial da ocupacgéo
profissional e das empresas desde o seu surgimento, talvez mais visivel hoje em dia no marketing e na
investigagdo criminal” (Hildebrandt, Mireille. Defining Profiling: A New Type of Knowledge? In:
Gutwirth, Serge; Hildebrandt, Mireille (Coords.). Profiling the European Citizen: Cross-Disciplinary
Perspectives. New York: Springer, 2008. p. 17-45, pp. 23-24, tradugao nossa).
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individuais ou coletivos) ou para aplicar perfis (conjuntos de dados correlacionados) a
fim de categorizar ou prever comportamentos (Hildebrandt, 2008). O perfilamento €,
por esse prisma, um processo indutivo que gera hipdteses a partir de padrdes de
dados, testadas posteriormente na aplicagao dos perfis. Assim, mostra-se acertada a
equivaléncia feita entre perfis e hipéteses, uma vez que a construgao destes nao se
baseia necessariamente “em marcos tedricos estabelecidos e causas definidas, mas
na probabilidade de que as inferéncias derivadas do tratamento de dados também hao
de se confirmar no futuro” (Machado, 2022, p. 119).

Atualmente, o perfilamento é melhor apreendido pela definicdo conferida por
Francesca Bosco que, a partir da contribuicdo dos autores retromencionados, o
entende como uma técnica de processamento (total ou parcialmente) automatizado
de dados (pessoais ou nao), destinada a produzir conhecimento por meio da
inferéncia de correlagdes, gerando perfis individuais ou coletivos que servem como

base para a tomada de decisdes ou, consoante as exatas palavras da autora:

Perfilamento € uma técnica de processamento (parcialmente) automatizado
de dados pessoais e/ou ndo pessoais, com 0 objetivo de produzir
conhecimento por meio da inferéncia de correlagbes a partir de dados na
forma de perfis que podem ser posteriormente aplicados como base para a
tomada de decisdes.

Um perfil € um conjunto de dados correlacionados que representa um sujeito
(individual ou coletivo).

A construcdo de perfis € o processo de descobrir padrdes desconhecidos
entre dados em grandes conjuntos de dados que podem ser usados para criar
perfis.

A aplicacdo de perfis é o processo de identificar e representar um individuo
ou grupo especifico como se enquadrando em um perfil e de tomar alguma
forma de decisdo com base nessa identificagdo e representagao (Bosco et.
al, 2017, p. 9, tradugdo nossa).

E perceptivel que se trata de categoria em constante evolugéo e dai justamente
a dificuldade dos diplomas legais em captar a esséncia de uma técnica mutavel por
meio de uma conceituagao precisa e suficiente. Assim como a maioria dos paises que
possuem legislagdo propria sobre protecao de dados pessoais, o Brasil é desprovido
de uma definicdo legal — seja sobre perfil, seja sobre perfilamento — e, a nivel global,
o0 GDPR é um dos poucos documentos de cunho oficial a apresentar uma definigao
legal expressa, delimitando em seu art. 4°, 4, o perfilamento (ou profiling, em inglés)

como
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Qualquer forma de tratamento automatizado de dados pessoais que consista
em utilizar esses dados pessoais para avaliar certos aspetos pessoais de
uma pessoa singular, homeadamente para analisar ou prever aspetos
relacionados com o seu desempenho profissional, a sua situagdo econémica,
saude, preferéncias pessoais, interesses, fiabilidade, comportamento,
localizagao ou deslocagdes.

Da leitura do dispositivo, € possivel deduzir que a incidéncia da norma alcanca
tdo somente individuos, na medida em que o perfilamento alude ao tratamento
automatizado de “dados pessoais para avaliar certos aspetos pessoais de uma
pessoa singular’, passando ao largo da dimens&o coletiva. Em sentido similar ja
apontava a Recomendag¢ao CM/Rec (2010)13, a respeito da protegdo de individuos
em relacdo ao tratamento automatizado de dados pessoais no contexto de
perfilamento. Na aludida recomendacéo, perfil € compreendido como “um conjunto de
dados que caracteriza uma categoria de individuos e que se destina a ser aplicado a
um individuo” (Conselho da Europa, 2010, p. 9, tradugdo nossa), enquanto
perfilamento concerne a “uma técnica de processamento automatico de dados que
consiste em aplicar um ‘perfil’ a um individuo, nomeadamente para tomar decisdes
sobre ele ou para analisar ou prever as suas preferéncias, comportamentos e atitudes
pessoais” (Conselho da Europa, 2011, p. 9, tradugdo nossa). O novo regulamento de
inteligéncia artificial da Unido Europeia (Al Act) ndo inova no sentido de conferir uma
nova definicdo, seja para restringir ou ampliar a existente, limitando-se a remeter ao
dispositivo do GDPR.

Embora as definigdes legais existentes ndo abarquem a dimensao coletiva do
perfilamento, cabe fazer a devida distingdo com a individual. A primeira categoria
compreende a analise de dados referentes a um individuo, que tem por objetivo a
criacdo de um perfil especifico o qual descreve caracteristicas, comportamentos,
preferéncias ou riscos associados ao sujeito. Esse tipo de perfilamento é
frequentemente utilizado para identificar ou caracterizar um individuo de maneira
unica dentro de um contexto ou para prever suas agdes futuras com base em dados
coletados exclusivamente sobre ele. Hildebrandt destaca que o perfilamento individual
é particularmente relevante em tecnologias como a biometria comportamental, que
analisa, por exemplo, padrdes de digitacdo para autenticar a identidade de uma
pessoa ou monitorar seu comportamento online.

A segunda categoria, por outro lado, envolve a analise de dados agregados
de multiplos sujeitos para identificar padrées ou correlagbes que definam

caracteristicas compartilhadas por um grupo. Dois s&o os contextos a que o
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perfilamento de grupo é aplicado: comunidades preexistentes e categorias
emergentes. No caso de comunidades preexistentes, o perfilamento busca descobrir
atributos comuns entre membros de um grupo ja definido, como os frequentadores de
uma igreja local ou os estudantes de um dormitorio. Através da mineragdo de dados,
por exemplo, é possivel descobrir que os membros de uma comunidade religiosa
compartilham certos habitos de consumo ou padrdes de deslocamento, permitindo a
criacdo de um perfil coletivo que pode ser usado para fins comerciais ou
administrativos.

Ja no caso de categorias emergentes, o perflamento de grupo identifica
grupos que ndo existiam previamente como uma comunidade consciente de si
mesma, mas que surgem a partir de correlagdes encontradas nos dados (e.g., a
identificacdo de um grupo de “mulheres de olhos azuis” que, por meio de mineragao
de dados, mostram uma probabilidade estatistica de desenvolver uma doenca
especifica, como o cancer de mama). Nesse caso, o grupo é constituido pelo processo
de perfilamento, e seus membros podem nao ter qualquer senso de pertencimento
coletivo antes da categorizagao.

Outro aspecto essencial a respeito do perfilamento de grupo refere-se a
distincdo entre perfis distributivos e ndo distributivos. Os perfis distributivos s&o
aqueles em que todos os membros do grupo compartilham integralmente os atributos
do perfil (e.g., grupo de pessoas solteiras, o qual é definido pelo atributo universal de
nao serem casadas). Por natureza, € um tipo de perfil que € raro e geralmente
tautologico, mas tem implicagdes sociais e legais diretas, pois pode ser aplicado a
todos os membros sem excecao. Por outro lado, os perfis ndo distributivos, que sao a
norma na maioria dos casos, caracterizam grupos em que apenas uma parte dos
membros exibe os atributos do perfil — por essa razdo, sdo de generalizagdo nao
universal. Um exemplo € um perfil baseado em renda e escolaridade, em que uma
pessoa com ensino superior completo ndo ganha alto salario e, por outro lado, uma
pessoa com ensino basico tem renda acima da média. Esses perfis séo
probabilisticos, logo, estao sujeitos a erros quando aplicados individualmente, o que
pode levar a generalizagdes injustas ou discriminatérias.

Tais definicbes sao importantes para compreender o funcionamento da
técnica de perfilamento, tanto em sua modalidade individual quanto coletiva, e servem
para delinear o panorama quanto ao seu uso, que é extenso e multiplo. O perfilamento

€ manejado em tantas areas quanto € possivel se imaginar, ndo se limitando a
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criminologia. Dentro do contexto das tecnologias digitais, o perfilamento racial se
manifesta como uma das formas de exclusao e discriminagdo da populagdo negra e

pode assim ser definido:

O perfilamento racial, junto com a reprodugao de vieses raciais, € um dos
mecanismos de utilizacdo de dados pessoais para a producdo de
discriminagdo. O perfilamento, em si, remete a coleta de dados pessoais para
produzir um perfil e criar um alvo. Entende-se perfilamento racial (racial
profiling) como o ato de classificar determinado corpo/territério a partir de
estereotipos racistas sobre o grupo/espacgo, tomar decisdes sobre ele, sobre
consumo, acesso, abordagem policial, informagéao, oportunidades, etc; e criar
um alvo (Monagreda, 2024, p. 118).

Sob essa otica, pode-se compreender que o perfilamento racial realizado por
meio de sistemas de inteligéncia artificial resulta no que Silva (2022) denomina
racismo algoritmico. Esse fendmeno representa uma atualizacdo do racismo
estrutural®® e se difunde por meio das Tecnologias da Informagdo e Comunicagéo
(TICs) de diversas formas, que vao desde microagressdes — que se manifestam em
microinsultos, microinvalidag¢des, desinformacgéo e deseducacéo (Silva, 2020) — até na
vigilancia excessiva e na criminalizacdo (Monagreda, 2024).

No Brasil, um dos episodios mais emblematicos de discriminagao baseada em
perfilamento racial ocorreu em 2018. A empresa Decolar.com, uma das maiores
agéncias de viagens online da América Latina, foi investigada e multada pelo
Departamento de Protegédo e Defesa do Consumidor (DPDC) por adotar politicas de
diferenciagao de precgos (geopricing) e restrigao de servigos e conteudos (geoblocking)
com base na localizagédo geografica.’' Na pratica, a empresa criava perfis territoriais
e étnicos com base na localizagdo geografica, obtida por meio do endereco IP, e
dependendo da area geografica de onde a pesquisa fosse realizada, a empresa tinha
a possibilidade de apresentar pregos diferentes para as ofertas ou até mesmo restrigir
ou impedir o acesso a determinadas vagas. O objetivo era incentivar o consumo por
individuos de certos estados, paises e etnias, ao mesmo tempo em que desestimulava
a interagao de consumidores de localidades indesejadas.

Nos Estados Unidos, uma ferramenta chamada ShotSpotter (recentemente
renomeada para SoundThinking) realiza a deteccéo de disparos de tiros e identifica a

S0OCEE/FIOCRUZ. Tarcizio Silva: “O racismo algoritmico é uma espécie de atualizagio do racismo
estrutural”. Rio de Janeiro, 2023. Disponivel em: https://cee.fiocruz.br/?q=Tarcizio-Silva-O-racismo-
algoritmico-e-uma-especie-de-atualizacao-do-racismo-estrutural. Acesso em: 14 mai. 2025.

51 Brasil. Ministério da Justica e Seguranga Publica. Decolar.com é multada por pratica de geo
pricing e geo blocking. Brasilia, 18 jun. 2018. Disponivel em: https://www.gov.br/mj/pt-
br/assuntos/noticias/collective-nitf-content-51. Acesso em: 14 abr. 2025.
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localizagdo geografica em segundos, permitindo uma resposta rapida das forgas de
seguranca. O sistema funciona a partir de microfones e sensores distribuidos de forma
oculta em vias publicas e, quando um barulho alto € identificado, um computador
processa 0 som e o categoriza como um tiro de arma de fogo ou algo diferente — por
exemplo, fogos de artificio. Em seguida, um agente humano revisa o resultado gerado
pelo computador e, se for o caso, aciona a policia para o local onde o barulho foi
escutado.

Nao obstante a ferramenta seja amplamente utilizada na area de seguranga
publica, estudos mostram a incidéncia de alertas falsos em bairros
predominantemente negros e latinos®?, que levam a policia a inimeras incursées em
comunidades sem motivo e em alerta maximo, na expectativa de enfrentar uma
situagcao potencialmente perigosa. Em documentos obtidos pelo Wired, constatou-se
que o0s sensores que geram os alertas s&o posicionados estrategicamente em
comunidades predominantemente negras e latinas — enquanto o ShotSpotter ndo esta
presente em bairros de maioria branca.>® A tecnologia ja foi exportada para paises
como Colémbia e Uruguai e, no Brasil, o Municipio de Niter6i anunciou seu
langamento no ano de 2025.%*

Ainda no ensejo dos exemplos, Martins complementa:

No contexto brasileiro, os pesquisadores Ramon Vilarino e Renato Vicente
demonstram como, na fase de testes de um sistema de pontuacao de crédito
alimentado com uma base de dados brasileira, o uso dos primeiros 3 digitos
do CEP enquanto variavel de entrada funciona como um proxy para gerar
vieses raciais. Os autores sugerem, inclusive, que o uso da variavel de
“proporcao de branquitude” equivalha ao uso do CEP. Os pesquisadores
usaram os mesmos dados (idade, histérico financeiro e de crédito, habitos de
pagamento), alterando apenas os 3 digitos do CEP, “movendo” pessoas de
Sao Paulo, em que 36% das pessoas se autodeclaram nao-brancas, para a
Bahia, em que 78% das pessoas se autodeclaram nao-brancas. Em 99,8%
dos casos houve uma diminuigdo absoluta na pontuagdo de crédito da
pessoa.

O estudo ajuda a deixar ainda mais evidente as discriminagdes que podem
ser perpetuadas pelo uso do profiling. Um ponto importante é que nao é
necessario usar dados de raga para que discriminagbes raciais sejam

52 Gwidt, David. ShotSpotter Leak Shows That Surveillance Tech is Used to Overpolice Black and
Brown Communities. ACLU, Wisconsin, 6 mar. 2024. Disponivel em: https://www.aclu-
wi.org/en/news/shotspotter-leak-shows-surveillance-tech-used-overpolice-black-and-brown-
communities. Acesso em: 25 jun. 2025.

53 Mehrotra, Dhruv; Scott, Joey. Here Are the Secret Locations of ShotSpotter Gunfire Sensors.
Wired, 22 fev. 2024. Disponivel em: https://www.wired.com/story/shotspotter-secret-sensor-locations-
leak/. Acesso em: 25 jun. 2025.

54 Prefeitura de Niteroi. Niteréi lanca o Unico sistema de deteccio de tiros e geolocalizagdo em
tempo real do Brasil. Portal da Prefeitura, Niter6i, 30 mai. 2025. Disponivel em:
https://niteroi.rj.gov.br/niteroi-investe-em-seguranca-publica-e-lanca-o-unico-sistema-de-deteccao-de-
tiros-e-geolocalizacao-em-tempo-real-do-brasil/. Acesso em: 25 jun. 2025.
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geradas. Embora possiveis solugdes para o problema ainda sejam
incipientes, os motivos e causas de vieses em algoritmos de machine-
learning sdo muito bem mapeados, o que torna evidente que isso n&o se trata
de um problema que afeta a varios individuos, mas que se manifesta de forma
eminentemente coletiva e difusa (Martins, 2021, pp. 126-127).

A pratica de inferir informacdes a partir de perfis € corriqueira e reverbera em
grupos raciais minorizados, que sao alvo de discriminagdes inumeras originadas de
sistemas de IA. O uso de algoritmos dentro desse contexto culmina no que Cathy
O’neil denomina feedback loop, que sao ciclos autorreforcantes nos quais os
resultados de algoritmos baseados em dados historicos influenciam as decisbes
futuras, perpetuando ou amplificando vieses e desigualdades (O’neil, 2020). Os
feedback loops sdo particularmente perigosos porque criam um ciclo vicioso: os dados
iniciais, muitas vezes enviesados, geram decisdes que reforcam esses mesmos
vieses, criando um sistema que parece justo (por ser matematico) mas que, na
realidade, perpetua injusticas.

E o caso, por exemplo, de pontuacdo de crédito que leva em consideragéo dado
de regido de nascimento ou raga/etnia do individuo, que s&o caracteristicas que n&o
tem como ser alteradas. Por consequéncia, o score do individuo sempre sera baixo e
ele nunca podera obter crédito e tera dificuldades para ascender socialmente. Essa
l6gica se aplica a formacgao e aplicagéo de perfis, visto que é dessa maneira que os
vieses raciais sao reforcados por sistemas de IA. A solugdo para esse problema em
prol da protecdo da populagdo negra envolve a transparéncia e auditoria dos
algoritmos, a incorporagao de feedback humano, a adogédo de principios éticos e,
principalmente, a regulagéo da inteligéncia artificial.
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4, REGULAGAO DO PERFILAMENTO NO ORDENAMENTO JURIDICO
BRASILEIRO

41. A regulagao sob a 6tica da protegcao de dados

A relagdo entre dados pessoais e inteligéncia artificial € marcada pela
profunda interdependéncia entre um e outro, que formam a base para o
funcionamento e evolugdo dos sistemas inteligentes baseados em aprendizado de
maquina. Os dados pessoais, que abrangem desde nome e data de nascimento até
informacdes como habitos, preferéncias e comportamentos, sdo o combustivel que
alimenta os algoritmos de IA permitindo a personalizagado de servigos, a tomada de
decisdes automatizadas e o desenvolvimento de solugdes inovadoras. Trata-se de
uma relagdo simbiotica que potencializa o progresso tecnolégico, de um lado, mas
que suscita desafios éticos e legais, de outro.

No que concerne a regulagao da técnica de perfilamento, notadamente em
sua vertente automatizada — impulsionada por machine learning e deep learning —,
existe no ordenamento juridico brasileiro normas que tratam diretamente sobre a
matéria — seja em relagao a fase de formacao de perfil, de aplicagado de perfil ou,
ainda, de ambas as fases — a exemplo do Cddigo de Defesa do Consumidor (Lei n.
8.078/1990), Lei do Cadastro Positivo (Lein. 12.414/2011), Marco Civil da Internet (Lei
n. 12.965/2014) e a Lei Geral de Protegao de Dados (Lei n. 13.709/2018). A despeito
do expressivo arcabougo normativo, que abarca tanto leis setoriais quanto leis gerais,
o foco do presente capitulo sera direcionado para a LGPD.

Por se tratar de uma lei geral, o legislador ordinario optou por conferir a
LGPD natureza principioldgica — s&o ao todo 10 principios dispostos no art. 6° —, mas
também conceitual (Mulholland, 2018). Isso significa que, além de estabelecer
principios para nortear a atividade de tratamento de dados, a propria lei se encarregou
de apresentar o conceito de categorias que permeiam todo o diploma legal, a comegar
pela propria definicdo de dado pessoal e, em contraposicdo, de dado ndo pessoal,
assim como de dado pessoal sensivel:

Art. 5° Para os fins desta Lei, considera-se:

| - dado pessoal: informacao relacionada a pessoa natural identificada ou
identificavel;

Il - dado pessoal sensivel: dado pessoal sobre origem racial ou étnica,
convicgao religiosa, opinido politica, filiagéo a sindicato ou a organizagao de

carater religioso, filoséfico ou politico, dado referente a saude ou a vida
sexual, dado genético ou biométrico, quando vinculado a uma pessoa natural;
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Il - dado anonimizado: dado relativo a titular que ndo possa ser identificado,
considerando a utilizacdo de meios técnicos razoaveis e disponiveis na
ocasido de seu tratamento;

Conforme adiantado no primeiro capitulo, em consonancia com o GDPR, a
LGPD adota um conceito amplo de dado pessoal, o qual se refere tanto a pessoa
identificada quanto a pessoa identificavel. Quanto a esse aspecto da norma, Martins
faz uma ressalva ao frisar que as regulacdes de protegcao de dados contemporéneas
‘enfrentardo dificuldades para lidarem com os desafios gerados pelo tratamento
automatizado de grandes quantidades de dados se continuarem restritas a
identificabilidade enquanto parametro normativo, ainda que de forma expansionista”
(Martins, 2021, p. 137). Alinha-se a visdo consequencialista defendida por Bruno
Bioni, segundo a qual, a regulagdo deve recair sobre os efeitos do tratamento de
dados, ou seja, sobre os resultados propriamente ditos para que seja eficaz:

Se a premissa da causa regulatéria da protecdo de dados pessoais € tutelar
o cidadao, que é cada vez mais exposto a tais tipos de praticas que afetam a
sua vida, entdao, uma compartimentalizacdo “dura” entre dados pessoais e
dados anonimizados deixaria de fazer sentido. Em especial, quando esta em
questao a formacgao de perfis comportamentais que tem por objetivo precipuo
influenciar de alguma forma a vida de uma pessoa, que esta atras de um
dispositivo e pouco importa ser ela identificavel ou nao (Bioni, 2020, p. 71).

A despeito das vozes dissidentes e contrarias ao modelo atual, ha se
reconhecer que privilegiou-se uma abordagem dualista, a partir da qual o que n&o é
dado pessoal n&do esta salvaguardado pela LGPD e sob esse prisma devem ser
analisados seus institutos. E nesse plano que se coloca a pratica de perfilamento, a
qual se estrutura em trés fases distintas e complementares: coleta de dados,
construcéo do perfil (ou modelo) e tomada de decis&do — a qual advém da aplicagéo
do perfil. Tratando-se de perfilamento automatizado, os dados coletados sdo obtidos
de duas formas, a primeira através do fornecimento voluntario pelos usuarios (e.g.,
preenchimento de formularios e questionarios), a segunda por meio da extracao de
dados comportamentais em grandes bases de dados, que, por vezes, s&o
complementados por informacgdes de terceiros, como os corretores de dados (data
brokers)>®, que agregam dados de fontes publicas e privadas.

%5 Sao “empresas ou unidades de negdcios que obtém sua receita primaria fornecendo dados ou
inferéncias sobre pessoas, coletados principalmente de fontes que n&o os proprios individuos aos quais
os dados se referem” (Rieke, Aaron et al., 2016, p. 4, tradugéo nossa).
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Nessa etapa inicial, de pré-formagao do modelo, incide a LGPD em relagao
aos dados de pessoa natural identificada e identificavel e, por consequéncia, todos
seus dispositivos e principios devem ser observados. Isso que dizer que, antes mesmo
da formacdo do perfil, os agentes de tratamento (seja pessoa publica ou privada)
devem lastrear sua atividade com os dados pessoais — coleta, armazenamento, uso,
compartilhamento, etc. — em uma das bases legais previstas nos arts. 7°, 11 e 23.
Para que o tratamento de dados seja considerado licito deve existir legitimidade, a
qual é conferida ao agente de tratamento diretamente pelo titular via consentimento
ou por forgca da lei quanto as demais hipéteses (cumprimento de obrigagéo legal ou
regulatoria, execugdo de contrato, execugao de politicas publicas, exercicio regular
de direitos, entre outros). Se a atividade nao se fundamenta em base normativa, esta-
se diante de tratamento ilicito, ndo sendo possivel qualquer processamento dos dados
coletados para fins de perfilamento.

Havendo legitimidade, a LGPD estabelece que deve ser informada a
“finalidade especifica do tratamento” (art. 9°, I) e a “forma e duragdo do tratamento”
(art. 9° 1l). Contudo, deixa de fixar critérios objetivos acerca do conteudo da
informacéo na hipotese de tratamento para perfilamento e, nesse ponto, se afasta de
seu referencial internacional, visto que o regulamento europeu prevé o fornecimento
de “informacdes uteis relativas a légica subjacente, bem como a importancia e as
consequéncias previstas de tal tratamento para o titular dos dados” (arts. 13, 2, f, e
14, 2, g do GDPR). Nada obstante, uma vez ciente e devidamente informado sobre o
tratamento de dados para fins de formagao de perfil, o titular de dados pode revogar
seu consentimento (art. 18, 1X) ou exercer seu direito de oposi¢ao (art. 18, § 2°).

Quanto ao exercicio de tais direito de objeg¢ao, Bioni ensina que:

Diferentemente da revogagado do consentimento, que se apresenta como um direito
potestativo e sem limitagdes, a priori estabelecidas, a LGPD condicionou o exercicio
do direito de oposigéo desde que haja uma violagdo a uma das suas normas. Uma
primeira interpretacdo mais apressada levaria a conclusdo de que o exercicio desses
dois direitos de objec¢éao teria alcances distintos, ja que o ultimo ndo dependeria Unica
e exclusivamente da vontade do titular em exercé-lo.

Se assim fosse, como resultado haveria uma indesejada assimetria normativa entre
tais bases legais, a qual, como visto, procurou ser equalizada pelo legislador ao alocar
sob o mesmo nivel hierarquico todas as bases legais. Ao fim e ao cabo, deve-se
buscar, sempre que possivel, uma interpretacdo que busque colocar em pé de
igualdade as hipoteses de legitimacdo para o tratamento de dados pessoais.
Especialmente, o consentimento frente ao legitimo interesse (Bioni, 2020, p. 250).

Enquanto a revogacgao de consentimento se mostra uma forma de objec&o mais

direta e sem tantos obstaculos por se ancorar em um direito potestativo, a oposigao
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esta acompanhada de uma condicionante, que é o descumprimento ao disposto na
LGPD, e por esse motivo, “ndo é um direito absoluto, que devera ser atendido em
qualquer circunstancia”. “Isso porque, embora o titular possa decidir se opor ao
tratamento, demanda-se uma analise contextual que leve em consideragao todos os
interesses em jogo” (Bioni; Rielli; Kitayama, 2021, p. 233). E o caso, por exemplo, de
uma instituicdo financeira que mantém e trata dados de clientes, como histérico de
transacgdes, para identificar padrdes suspeitos de fraude. Mesmo que o titular se
oponha, a instituicdo pode continuar o tratamento dos dados, pois isso é
fundamentado no interesse legitimo de proteger a seguranga das operagdes
financeiras e evitar atividades fraudulentas.

Quanto a fase de construgdo do perfil, Machado (2022) propbe uma
diferenciagao entre os dois tipos de perfis, tdo crucial para verificar se o estatuto
protetivo é aplicavel ao modelo gerado de forma automatizada. A premissa inaugural
€ de que para a construgcdo dos perfis personalizados (individuais) demanda-se,
invariavelmente, o tratamento de dados que estdo, direta ou indiretamente,
relacionados a uma pessoa natural (e.g. Sistemas de credit scoring e o tratamento de
dados do usuario para obtengdo de empréstimo), de modo que dados pessoais
tendem a ser processados durante a criagdo de perfis e, por conseguinte, atraem a
aplicacao da LGPD.

Em relac&o aos perfis de grupo, a situagéo é relativamente distinta. A formagao
desses perfis pode envolver processamento de dados que se qualificam como nao-
pessoais, como informagdes agregadas ou anonimizadas por técnicas como
mineragcdo de dados (classificacdo e clusterizagdo), agregacdo de dados ou
sintetizacdo de dados. Tais técnicas preservam propriedades estatisticas sem
identificar individuos, tornando os dados anonimizados (nao relativos a pessoa natural
identificada ou identificavel). Sendo esse o cenario, a norma n&o tem como ser
invocada em favor do titular de dados por auséncia de previsao legal.

Se houver tratamento de dados pessoais antes da anonimizagao, que é uma
operagdo de tratamento em si, a LGPD aplica-se temporariamente®, exigindo base
legal para legitimar a atividade, compatibilidade de finalidade, informacgao ao titular e

o exercicio de direitos como revogagcdo ou oposi¢gdo. No entanto, uma vez

56 Trata-se de situag&o transitoria em que os dados, antes de serem anonimizados, ainda s&o
considerados pessoais e, portanto, sujeitos a LGPD. Ou seja, € o interregno entre o inicio e o fim do
processo de anonimizagao.
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anonimizados, os dados nao estdo mais sob o regime da LGPD, e a criagédo de perfis
de grupo com esses dados nao enfrenta as mesmas restricdes legais. Por exemplo,
técnicas como agregacgao de dados ou sintetizagdo (geracdo de dados sintéticos a
partir de dados reais) permitem criar perfis sem identificar individuos, como em
estudos de mobilidade urbana ou analise de tendéncias populacionais.

O art. 12, §2° da LGPD ¢é o unico dispositivo que trata expressamente da
criacdo de perfis, mas limita sua aplicacdo a perfis comportamentais de pessoas
naturais identificadas ao prescrever que “poderao ser igualmente considerados como
dados pessoais, para os fins desta Lei, aqueles utilizados para formacéo do perfil
comportamental de determinada pessoa natural, se identificada”. O caput do art. 12
exclui dados anonimizados do escopo da LGPD, mas o § 2° cria uma excegao: se 0s
dados anonimizados forem usados para criar um perfil comportamental de pessoa
natural identificada, eles sao tratados como dados pessoais. Isso implica que, em
regra, a LGPD se aplica a perfis individuais, mas ndo a perfis de grupo, que nao se
referem a individuos identificados ou identificaveis.

No que concerne a essa conclusao, cabe algumas consideragdes que dialogam
diretamente com o tema deste trabalho. Consoante assentado nos capitulos
precedentes, o racismo compreende sistema de opressao que opera por meio de
instituicées sociais, politicas e econdmicas, e que esta profundamente ligado a légica
colonial e capitalista. Nesse sentido, ndo € apenas um problema de atitudes e
comportamentos individuais, mas uma estrutura que sustenta desigualdades e
promove exclusdes sociais. Sendo assim, deve ser entendido como fendmeno
multidimensional (Silva, 2025), na medida em que, além da discriminag&o racial, “as
vitimas podem sofrer multiplas ou agravadas formas de discriminagéo calcadas em
outros aspectos correlatos como sexo, lingua, religido, opinido politica ou de qualquer
outro tipo, origem social, propriedade, nascimento e outros” (ONU, 2001, p. 9).
Incorporado as tecnologias digitais, a exemplo do perfilamento automatizado,
transforma-se em opressé&o algoritmica (Noble, 2018).

Percebe-se de imediato uma limitagdo quanto ao alcance da norma para tratar
de questées como o perfilamento racial automatizado, que atinge a populagédo negra
nao somente em seu nivel individual, mas principalmente coletivo. Passa-se ao largo
do problema maior, que tem dimensdes coletivas, e adota-se uma abordagem
individualista, centrada na pessoa natural. Quanto a esse ponto ndo ha duvidas, pois
a parte final do § 2° do art. 12 é categorica ao sublinhar que apenas pessoas naturais,
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se identificadas, podem se valer dessa excegao. Essa abordagem, no entanto, se
mostra insuficiente e inadequada para enfrentar o perfilamento enquanto fenbmeno
supraindividual, especialmente por desconsiderar que a formacgao de perfis de grupos
€ a regra, ndo a excegao (Martins, 2021). Na pratica, a escolha legislativa possibilita
que os agentes de tratamento se evadam em relagdo aos preceitos da lei geral de
protecdo de dados sob o pretexto de que o tratamento ocorre apenas com dados
anonimizados.

E a partir dessa perspectiva, por meio da qual se deduz o carater pessoal ou
nao dos perfis individuais e de grupo gerados por perfilamento automatizado, € que
deve ser avaliado o arcabougo principiolégico da LGPD. A regulagao do perfilamento
automatizado repousa sobre um conjunto de principios fundamentais inscritos no art.
6°, 0s quais servem como vetores normativos para disciplinar as etapas de formagao
e aplicagao de perfis, integrando-se a légica do perfilamento como um todo. Tais
principios reforgam a fungéo instrumental do direito a protegdo de dados pessoais na
tutela de direitos e liberdades fundamentais, especialmente frente aos desafios do
processamento algoritmico de dados comportamentais.

O principio da finalidade (art. 6°, |) constitui a base da logica de perfilamento,
exigindo que o tratamento seja para “propdsitos legitimos, especificos, explicitos e
informados ao titular”. Na etapa de formacao de perfis, a coleta e o processamento de
dados devem guardar estrita relagdo com o que foi especificado e informado ao titular
de dados e, por consequéncia, o requisito de legitimidade deve ser cumprido atraves
de uma base legal explicita (e.g., consentimento ou legitimo interesse). A norma veda
o uso dos dados coletados para fins incompativeis com a finalidade originalmente
informada, todavia, admite-se o uso secundario na hipétese em que o novo propésito
for compativel contextualmente com o que foi estabelecido inicialmente, em prestigio
ao principio da adequacgao (art. 6° |Il). Visa-se assim ndo apenas garantir a
previsibilidade e confianga quanto ao tratamento, mas também mitigar os riscos de
desvios na utilizacdo de dados em modelos algoritmicos.

O principio da necessidade (art. 6°, lll) impde a pertinéncia, proporcionalidade
e ndo excessividade em relagcédo as finalidades do tratamento, funcionando como
restricdo na formacido de perfis ao incentivar a minimizacdo de dados pessoais
identificaveis e o uso de técnicas de anonimizagao, especialmente em perfis de grupo,
onde a LGPD pode n&o incidir devido a natureza ndo pessoal dos dados. Na
aplicacdo, ele assegura que decisbes automatizadas, como em sistemas de
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recomendacao ou credit scoring, utilizem apenas os dados estritamente necessarios,
evitando excessos que tenham o potencial de reproduzir vieses.

No que diz respeito aos dados em si, a LGPD traz o principio da qualidade dos
dados (art. 6° V), que prevé a necessidade de exatiddo, clareza, relevéncia e
atualizagcdo dos dados. Na formacgdo de perfis, combate falhas em sistemas
algoritmicos que gerem modelos imprecisos ou discriminatérios; na aplicagao,
assegura a confiabilidade de inferéncias comportamentais, impactando no exercicio
de direitos como retificagdo e bloqueio, reforcando sua convergéncia com a n&o
discriminagdo. E um dos principios que dialogam diretamente com o tema
concernente ao racismo algoritmico, tendo em vista ser notério que uma das razdes
para perpetuacao de vieses raciais decorre da baixa qualidade dos dados coletados
e, posteriormente, processados por sistemas de |A. Dados de alta qualidade garantem
que as analises e modelos derivados sejam precisos, consistentes e representativos
da realidade. Por outro lado, quando os dados sado imprecisos, incompletos ou
desatualizados, ou seja, de baixa qualidade, as analises e decisbes baseadas neles
ficam comprometidas, especialmente as que envolvem grupos minoritarios.

Em relag&o a aplicagao ética da IA (Junquilho, 2023), trés principios distintos
se interligam: transparéncia, ndo discriminacédo e responsabilizagdo e prestacdo de
contas. De acordo com o principio da transparéncia (art. 6°, VI), é assegurado aos
titulares o fornecimento “de informacdes claras, precisas e facilmente acessiveis sobre
a realizagao do tratamento e os respectivos agentes de tratamento, observados os

segredos comercial e industrial”. Em outras palavras, a transparéncia

refere-se a capacidade de um modelo especifico ser compreendido. No
sentido mais estrito, um modelo é transparente se uma pessoa puder
contemplar todo o modelo de uma s6é vez. A transparéncia pode ser
considerada no nivel do modelo como um todo, no nivel de componentes
individuais (por exemplo, parametros) e no nivel de um algoritmo de
treinamento especifico. Uma segunda nogéo, menos estrita, de transparéncia
pode ser que cada parte do modelo (por exemplo, cada entrada, parametro e
computagdo) admite uma explicagéo intuitiva (EDPS, 2023, p. 4, tradugao
nossa).

A transparéncia esta intimamente conectada a trés conceitos centrais, um
antagonico e dois complementares: opacidade, interpretabilidade e explicabilidade. A
opacidade, conforme ja visto, é a dificuldade ou impossibilidade de entender como os

algoritmos de |A tomam decisbes, quais dados utiliza, ou como chegam a
determinados resultados, remetendo a ideia de caixa preta. Em contraposi¢céo, a
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interpretabilidade diz respeito ao grau de compreensdo humana de um determinado
modelo ou decisdo, enquanto a explicabilidade refere-se a habilidade de descrever
com precisdo 0 mecanismo ou o0 processo que levou ao resultado (output) de um
algoritmo de IA.

Na etapa de formagao de perfil, a transparéncia obriga os controladores a
informar os titulares sobre a finalidade do tratamento, a forma como os dados serdo
processados e a logica dos sistemas algoritmicos utilizados na criagdo de perfis. Por
exemplo, em sistemas como assistentes virtuais ou plataformas de recomendacéo, o
titular deve ser informado se seus dados comportamentais (e.g, historico de
navegacao ou preferéncias) serdo usados para inferir modelos preditivos. Isso facilita
o exercicio de direitos como o acesso (art. 9°) e a oposigéo (art. 18, §2°), permitindo
que o titular questione a legitimidade do tratamento antes mesmo da criagao do perfil.
Na fase de aplicagao, a transparéncia se materializa no dever de fornecer explicacdes
compreensiveis sobre decisbes automatizadas, conforme o artigo 20, §1°, da LGPD,
que prescreve o fornecimento de “informagdes claras e adequadas a respeito dos
critérios e dos procedimentos utilizados para a decisdo automatizada”. Tal aspecto da
norma é particularmente relevante no contexto do perfilamento automatizado, onde o
titular precisa entender as razdées de uma decisdo que afeta seus interesses.

Com base no direito fundamental a igualdade, o principio da ndo discriminagao
(art. 6° IX) proibe tratamentos discriminatorios ilicitos ou abusivos, diretos ou
indiretos, integrando-se ao perfilamento ao vedar vieses na formag&o, como na
definicdo de metodologias ou bases de dados, e na aplicagdo, combatendo
discriminagbes algoritmicas, através de mecanismos como restrigdo de dados
sensiveis. O racismo, assim como qualquer forma de discriminagdo ou segregacéo
baseado em etnia ou raga, € proibida pela legislagao brasileira, que aborda o assunto
em diversos diplomas legais. Em primeiro lugar, a Constituicdo Federal assevera que
"0s objetivos fundamentais da Republica Federativa do Brasil incluem promover o bem
de todos, sem preconceitos de origem, raga, sexo, cor, idade e outras formas de
discriminagao” (art. 3°, IV) e que o Brasil é regido pelo principio do repudio ao racismo
(art. 4°, VIII). Além disso, a Constituicdo estipula que "todos sao iguais perante a lei,
sem distingdo de qualquer tipo, garantindo aos brasileiros e estrangeiros que residem
no pais o direito inviolavel a vida, a liberdade, a igualdade, a seguranca e a
propriedade" (art. 5°, caput) e criminaliza a pratica de racismo ao estabelecer "a lei
punira toda discriminagdo que atente contra os direitos e liberdades fundamentais”
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(art. 5°, XLI) e que "a pratica do racismo é considerada um crime inafiangavel e
imprescritivel, sujeito a pena de reclusédo, conforme a legislagao" (art. 5°, XLII).

A matéria atinente ao racismo e a discriminagdo racial € ainda regulada pela
Convencgao Interamericana contra o Racismo, a Discriminagdo Racial e Formas
Correlatas de Intoleréncia, internalizada no ordenamento juridico patrio no ano de
2022 com status de emenda constitucional, e no &mbito infraconstitucional pela Lei n.
7.716/1989, que define crimes resultantes de preconceito de raga ou cor, e a Lei n.
12.288/2010, que institui o Estatuto da Igualdade Racial.

Haja vista o contexto social que levou a formagao desigual da populagao
brasileira, foi gragas ao esforgo organizado de movimentos de grupos racialmente
minorizados que o Estado comecgou a oferecer protecao explicita e institucionalizada
a populacdo negra. Portanto, ao tratar sobre racismo e suas manifestagdes, fala-se
sobre praticas n&do admitidas pela legislagao brasileira e que, por assim serem, s&o
antijuridicas. E importante destacar que, até recentemente, ndo havia na legislagéo
brasileira uma definicdo ou conceito claro sobre o que seria racismo, de modo que se
recorria a termos que representam as consequéncias do racismo — como “preconceito
racial” e “discriminagao racial” — na tentativa de explica-lo. As explicagdes, no entanto,
eram insuficientes e ndo davam conta de apreender todos os aspectos de sua
dimensdo coletiva (estrutural e sistémica). Com a promulgagdo da Convengéo
Interamericana contra o Racismo, a Discriminacdo Racial e Formas Correlatas de

Intolerancia, passou-se a ter uma definigao:

4. Racismo consiste em qualquer teoria, doutrina, ideologia ou conjunto de ideias que
enunciam um vinculo causal entre as caracteristicas fenotipicas ou genotipicas de
individuos ou grupos e seus tracos intelectuais, culturais e de personalidade, inclusive
o falso conceito de superioridade racial. O racismo ocasiona desigualdades raciais e
a nogao de que as relagdes discriminatdrias entre grupos sdo moral e cientificamente
justificadas. Toda teoria, doutrina, ideologia e conjunto de ideias racistas descritas
neste Artigo séo cientificamente falsas, moralmente censuraveis, socialmente injustas
e contrarias aos principios fundamentais do Direito Internacional e, portanto,
perturbam gravemente a paz e a seguranga internacional, sendo, dessa maneira,
condenadas pelos Estados Partes.

E se ver que o racismo tem abrangéncia maior que a discriminagdo racial,
todavia, esta ultima é essencial para a manutengao do primeiro. Logo, o combate a
discriminagao, conforme previsto no principio esculpido no art. 6°, IX, constitui um dos
meios de eliminagdo do racismo.

Durante a formagao de perfil, o principio da ndo discriminacéo incide na etapa
de construgdo de modelos algoritmicos, exigindo que metodologias, bases de
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treinamento e processos de validagdo sejam projetados para evitar a inscrigdo de
vieses que perpetuem desigualdades estruturais. Na fase de aplicagcdo de perfil, o
principio serve ao combate de discriminagdes decorrentes de decisbes
automatizadas, todavia, enfrenta obstaculos significativos, especialmente porque a
identificacdo de discriminagdes indiretas € complexa, pois estas emergem de
interagdes sutis entre dados, algoritmos e contextos sociais, frequentemente opacas
devido a natureza “caixa-preta” de modelos de |IA avangados.

Por fim, o principio da responsabilizagdo e prestacdo de contas (art. 6°, X)
impde a prospeccéo de riscos e demonstragado de conformidade, manifestando-se em
obrigagdes como relatorios de impacto e registros de operagdes, aplicaveis a ambas
as etapas para mitigar impactos em direitos fundamentais, alinhando-se a uma
abordagem baseada em riscos. Nos moldes como proposta, a responsabilizagéo
promove uma abordagem proativa, exigindo que controladores implementem politicas
internas de governanga, como programas de conformidade e treinamentos, e adotem
tecnologias que facilitem a auditoria de sistemas algoritmicos, como ferramentas de

explicabilidade de IA.

4.2. Perfilamento e direito de revisao

Feitas as consideragdes a respeito da parte geral da lei geral de protegao de
dados e sua incidéncia sobre a pratica de perfilamento, convém agora direcionar o
olhar para o unico dispositivo que disciplina em alguma medida. O artigo 20 emerge
como um pilar regulatério essencial no ambito do perfilamento automatizado e sua

atual redagao assim prescreve:

Art. 20. O titular dos dados tem direito a solicitar a revisdo de decisbes tomadas
unicamente com base em tratamento automatizado de dados pessoais que afetem
seus interesses, incluidas as decisbes destinadas a definir o seu perfil pessoal,
profissional, de consumo e de crédito ou os aspectos de sua personalidade.

§ 1° O controlador devera fornecer, sempre que solicitadas, informagdes claras e
adequadas a respeito dos critérios e dos procedimentos utilizados para a decisao
automatizada, observados os segredos comercial e industrial.

§ 2° Em caso de nao oferecimento de informagdes de que trata o § 1° deste artigo
baseado na observancia de segredo comercial e industrial, a autoridade nacional
podera realizar auditoria para verificagdo de aspectos discriminatérios em tratamento
automatizado de dados pessoais.

Nao existe dentro do ordenamento juridico brasileiro, e precisamente na lei

geral de protecdo de dados, definicdo sobre o que seria perfil e perfilamento, raz&o
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pela qual, para fins do presente trabalho, busca-se a definicdo apresentada pelo
GDPR (art. 4°, 4) e pela doutrina (Bosco et al., 2017; Monagreda, 2024) para amparar
as analises feitas. O perfilamento aqui tratado abarca qualquer forma de
processamento automatizado de dados pessoais para formagao e aplicacao de perfil
com o objetivo de analisar ou prever aspectos relativos a comportamentos,
preferéncias, interesses, trabalho, saude, situagcdo econémica, entre outros aspectos
relacionados aos titulares de dados. Ja perfil consiste em um conjunto de dados
correlacionados que representa um sujeito, seja individual ou coletivo.

Os pressupostos de incidéncia do artigo 20 configuram-se como critérios
cumulativos que delimitam seu ambito de aplicagdo no contexto do perfilamento.
Primeiramente, a decisdo deve ser exclusivamente automatizada, sem intervencao
humana relevante — entendida ndo como uma presenca nominal ou procedimental
vazia, mas como uma influéncia substantiva capaz de alterar o resultado final
(Mulholland; Frajhof, 2020). Se o papel do ser humano se resume a simples ratificagao
da decisao algoritmica, “sem possibilidade de critica-la ou descarta-la, entdo a deciséo
€ automatizada, apesar de eventualmente ser assinada por um ser humano. Neste
ultimo caso, ocorre aquilo que se se chama de rubber-stamping, ou seja, um mero
carimbo do ser humano” (Reis; Furtado, 2022, p. 13). Por outro lado, “se a maquina
apenas assiste o humano, fornecendo-lhe elementos para avaliar as melhores
alternativas, cabendo a escolha do resultado ao humano, isso ndo pode ser definido
como decisdo automatizada” (Reis; Furtado, 2022, p. 13). Em outras palavras, se ha
juizo discricionario decisivo por parte de agentes humanos, a decisdo ndo tem como
ser considerada automatizada, logo, ndo € acobertada pelo art. 20 da LGPD.

Em segundo lugar, o tratamento de dados deve envolver dados pessoais,
definidos no artigo 5°, |, como informagdes relativas a uma pessoa natural identificada
ou identificavel, ou seja, dados que permitam, direta ou indiretamente, a associagéo a
um individuo especifico, como nome, CPF, enderego, histérico de navegagao ou
preferéncias comportamentais, desde que vinculados a uma identidade. Delimita-se
dai a aplicagdo da norma a processos de perfilamento que gerem perfis individuais ou
a aplicagbes de perfis que, embora baseados em padrdes grupais, resultem em
inferéncias individuais identificaveis, como quando um modelo de segmentacédo de
mercado € aplicado para direcionar publicidade a um usuario especifico com base em
dados demograficos. Essa exigéncia exclui do escopo do artigo 20 os processos que

se restringem ao uso de dados anonimizados — aqueles submetidos a técnicas que
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impossibilitam a identificacdo do titular, conforme artigo 5°, XI, da LGPD — ou dados
agregados nado-pessoais, como estatisticas populacionais ou analises
macroecondmicas que nao permitem vinculagéo a individuos. Cabe pontuar que perfis
de grupos baseados em dados n&o pessoais, embora fora do alcance direto do artigo
20, podem gerar impactos discriminatérios coletivos, como em sistemas de vigilancia
preditiva que estigmatizam comunidades marginalizadas — como a populagéo negra —
sem identificar individuos, evidenciando uma lacuna regulatéria que demanda
abordagens éticas complementares.

Em terceiro lugar, a decisdo deve afetar interesses juridicamente relevantes do
titular, englobando um espectro amplo de situagdes juridicas subjetivas, como direitos
subjetivos (e.g., direito a privacidade ou a igualdade), direitos potestativos (e.g.,
capacidade de exigir a revisdo de uma decisao), poderes juridicos (e.g., direitos de
contratar ou acessar servigos) ou interesses legitimos (e.g., expectativas razoaveis de
tratamento equitativo em relagées comerciais ou sociais). O artigo 20 apresenta um
rol exemplificativo, mencionando “decisdes destinadas a definir perfil pessoal,
profissional, de consumo, de crédito ou aspectos de sua personalidade”, mas sua
redacao aberta permite uma interpretacdo expansiva, abarcando impactos em outras
esferas n&o previstas expressamente onde os efeitos das decisbes automatizadas
comprometam direitos fundamentais ou interesses protegidos pelo ordenamento
juridico. No contexto de perfilamento, a flexibilidade interpretativa €& crucial,
notadamente porque as diversas tecnologias baseadas em inteligéncia artificial geram
impactos que transcendem os exemplos expressos, afetando esferas como a
autonomia individual, a equidade social e a participacdo democratica. Contudo, a
auséncia de critérios claros na LGPD para delimitar o que constitui um interesse
juridicamente relevante levanta desafios interpretativos, exigindo regulamentagdes
complementares pela ANPD ou decisdes judiciais que balizem a aplicagdo do
dispositivo, especialmente em cenarios de discriminag&o algoritmica ou manipulagéo
comportamental.

Dentro da seara de protegdo de dados pessoais, o artigo 20 da LGPD se
posiciona como um dos principais, sendo o principal, dispositivos de enfrentamento
as decisbes automatizadas e ganha forma mediante o exercicio de dois direitos
distintos e complementares: direito a revisdo e direito a explicagdo. O primeiro,
explicito no caput, opera como um mecanismo de contestabilidade, permitindo ao

titular impugnar decisbes automatizadas que incidam sobre sua esfera juridica,
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promovendo uma redistribuicdo mais equanime de poder decisorio no ambito digital.
O ultimo, apreendido da redacgao do § 1°, esta intimamente ligado a transparéncia e
vai além da mera divulgagdo de dados brutos, abrangendo a légica e os critérios
utilizados nos algoritmos, na medida do possivel, sem comprometer segredos
industriais ou comerciais.

Para que o titular alcance o sucesso esperado em sua revisao, € imprescindivel
uma explicagdo inteligivel acerca do funcionamento do sistema de IA, sem a qual fica
comprometido o direito de revisdo. Nesse contexto, a transparéncia ndo implica a
revelacao da formula algoritmica em si, mas sim a comunicagao de informagdes uteis
e significativas (meaningful information) sobre a logica envolvida (Selbst; Powles,
2017), como sugerido pelos arts. 13, 2, f, 14, 2, g e 15, 1, h do GDPR. A norma né&o
garante a reversdo automatica de decisbes automatizadas, mas assegura a
suspensao temporaria de seus efeitos durante o processo de revisdo (Machado,
2022), possibilitando ajustes metodologicos substanciais, como a reformulagéo de
algoritmos ou bases de dados, corregcdes de vieses algoritmicos, como a eliminagéo
de discriminagdes embutidas em modelos preditivos, ou até o descarte de dados
processados indevidamente, como aqueles coletados sem base legal ou em violagao
ao principio da nao discriminacéo.

O direito a revisao transcende a mera formalidade processual, configurando-se
como um mecanismo dinamico que se integra organicamente aos principios da LGPD,
notadamente a responsabilizagdo e prestagdo de contas (art. 6°, X), ao exigir que
controladores demonstrem conformidade por meio de registros detalhados das
operacodes de tratamento (art. 37), como logs de processos algoritmicos que permitam
rastrear decisdes, e relatérios de impacto a protecdo de dados pessoais (art. 38), que
prospectem riscos associados a sistemas de alto impacto, como plataformas de
vigilancia preditiva ou recomendagao personalizada.

Muitos sdo os desafios a efetividade da norma, entre os quais € possivel citar
a opacidade de sistemas de IA, cuja complexidade cada vez maior dificulta
explicagbes compreensiveis por parte dos agentes envolvidos no desenvolvimento do
modelo; a tensdo com segredos comerciais e industriais, muitas vezes utilizados como
pretextos para se evitar o fornecimento de informagdes necessarias a compreensao
e, consequentemente, revisdo de decisdes automatizadas; a auséncia especificagao
de como e por quem a revisdo deve ser feita, abrindo margem para que maquinas

venham a ser encarregadas dessa tarefa; e a capacidade limitada da ANPD para
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fiscalizar sistemas complexos. Além disso, a nhorma enfrenta o desafio de impactos
coletivos de perfis de grupo, que, embora fora do escopo direto do artigo 20 por n&o
envolverem dados pessoais, podem gerar discriminagdes em desfavor de sujeitos
coletivos, como em sistemas de vigilancia que estigmatizam comunidades
marginalizadas, exigindo regulamentagdes complementares ou interpretagbes
expansivas.

E importante ressaltar que o texto final do artigo 20 sofreu alteracdes
significativas em relagao a redagéao original. Inicialmente, havia previsao expressa de
gue a revisao seria realizada por natural, mas a Medida Provisoria n. 869/2018 e a Lei
n. 13.853/2019 suprimiram essa exigéncia, vetando o § 3° que previa intervengao
humana sob regulamentagédo da autoridade nacional. Atualmente, a revisao pode ser
automatizada, criando um ciclo potencialmente infinito de decisdes viciadas, o que
compromete a protecéo dos titulares de dados. Passos e Oliveira (2024) destacam a
incoeréncia logica e técnica dessa abordagem devido as limitagdes matematicas e a
incapacidade de algoritmos de realizar juizos valorativos, reforcando a necessidade
de intervencdo humana.

Na Nota Técnica n. 12/2025, elaborada pela ANPD com base em Tomada de
Subsidios sobre inteligéncia artificial e revisédo de decisbes automatizadas, registrou-
se convergéncia nas manifestagcdes colhidas sobre a necessidade de superviséo
humana para a mitigacdo de riscos de discriminagdo ilicita ou abusiva.’” Um
contraponto a essa perspectiva € que, ainda com a supervisdo humana, o racismo
algoritmico pode se manifestar em razdo dos vieses sociais/cognitivos dos agentes
envolvidos na revisdo. Conforme visto, os vieses se apresentam de diversas formas
(tanto por humanos quanto por maquinas), de modo que deve se avaliar a alternativa
que melhor serve ao propdosito do direito de revisdo. Frente a atual redagéo do artigo
20, predomina a visdo de que a intervengdo humana na revisdo é essencial para
eliminar vieses discriminatérios dos sistemas de |A.

Embora a estrutura normativa do artigo 20 reflita a influéncia direta do
regulamento europeu, notadamente de seu artigo 22, ha diferengas quanto a esse
ponto e em relagdo ao proprio direito de revisdo. O GDPR proibe decisées tomadas

exclusivamente com base em tratamento automatizado que gerem efeitos juridicos ou

57 ANPD. ANPD apresenta resultados da Tomada de Subsidios sobre Inteligéncia Artificial e
Revisdo de Decisbes Automatizadas, 19 mai. 2025. Disponivel em: https://www.gov.br/anpd/pt-
br/assuntos/noticias/anpd-apresenta-resultados-da-tomada-de-subsidios-sobre-tratamento-
automatizado-de-dados-pessoais. Acesso em: 5 ago. 2025.
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impactem significativamente o titular, exceto em casos de consentimento explicito,
contrato ou lei, com garantias como intervengado humana e explicagao (Considerando
71). De maneira oposta, a LGPD atribui ao titular o direito de solicitar revisdo de
decisbes automatizadas que afetem seus interesses e exige informacdes claras sobre
critérios, com auditoria opcional pela autoridade nacional se negadas sob a
justificativa de segredo comercial. Ambas demandam transparéncia, mas o GDPR
foca em prevengado, enquanto a LGPD prioriza uma abordagem corretiva.

Em sintese, a previsédo do art. 20 é “imprecisa porque nao explicita como pode
ser realizada e satisfeita essa revisdo, nem tampouco especifica riscos das aplicacoes
que merecem revisdo” (Junquilho, 2023, p. 57). Por esse aspecto e outros
explicitados, ela se mostra insuficiente e pouco apropriada para regular o perfilamento

automatizado, principalmente em sua dimensao coletiva.

4.3. Perspectivas regulatérias e o Projeto de Lei n. 2.338/2023

Os avangos tecnologicos observados nas ultimas décadas na area da
inteligéncia artificial apontam para um longo “verdo” que nao tem previsdo para
terminar. A cada dia que passa o uso IA se intensifica e seu potencial — tanto benéfico
quanto nocivo — se revela perante a sociedade, tornando inevitavel ndo falar sobre
uma possivel regulamentagdo a nivel nacional. As razdes para tanto sdo variadas,
mas cabe citar os riscos associados a direitos fundamentais, como o direito a
privacidade e a igualdade, e a insuficiéncia de sua regulamentagdo sob a o6tica da
protecao de dados.

Em uma pesquisa conduzida entre o segundo semestre de 2023 e o inicio de
2024, o TechLab®® realizou levantamento a respeito da regulagdo da inteligéncia
artificial ao redor do mundo.% Constatou-se que, dos 174 paises mapeados, 46% (82
paises) estavam em algum estagio regulatorio, seja com legislagao ou regulagéo pelo
executivo aprovada ou em debate, seja com legislagcdo em tramite ou regulagédo em
discussdo no executivo, ou, ainda, em estado incipiente de debates publicos. Em
contrapartida, 54% dos paises analisados ndo tinham regulagao a respeito da matéria,
conforme se infere da Figura 5.

58 Grupo de pesquisa da Faculdade de Direito da Universidade de Sao Paulo.

% TechLab. Relatério de pesquisa: regulagido da inteligéncia artificial ao redor do mundo.
Disponivel em: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4803041. Acesso em: 10 ago.
2025.
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Figura 5 — Estagio da regulagéo da inteligéncia artificial ao redor do mundo

Qual o estagio da regulacao?
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@ Ja ha regulagao pelo
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Legislativo

@ Ha regulacdo emitida
pelo Executivo

@ Jé ha legislagdo aprovada

Ha regulacao do
Executivo e do Legislativo
aprovadas

Fonte: Techlab, 2024, p. 6.

A pesquisa constatou que, nos paises com regulagdo em curso ou ja aprovada,
a maioria das normas é emitida pelo Poder Executivo (51,76%), enquanto uma minoria
envolve discussdes sobre possivel legislagdo da inteligéncia artificial no ambito do
legislativo (22,25%). Em 71% dos casos de regulagdo via Poder Executivo, o
desenvolvimento tecnoldgico € priorizado, provavelmente tratado como politica
governamental desses paises.

Verificou-se que 42% das regulagdes encontradas tém como foco principal a
garantia de direitos, enquanto aquelas que priorizam pouco ou nada esse aspecto
somam 18,25%. Ressalta-se que, entre as regulagdes voltadas a garantia de direitos,
a maioria se concentra na protegao de dados (86%) e na prevengao de discriminagao
algoritmica (72%). Além disso, constatou-se que, em 42% das regulagdes, o
desenvolvimento tecnolégico prevalece sobre a garantia de direitos; em 32%, ha um
equilibrio entre um e outro; e em 25%, a garantia de direitos € predominante.

Os numeros mostram uma tendéncia mundial a regulagao da inteligéncia tanto

por parte dos paises do norte global, quanto por parte do sul global. E possivel atribuir
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a onda de iniciativas e discussdes nesse sentido ao “Efeito Bruxelas” (Bradford,
2020)%°, notadamente em decorréncia do A/ Act, primeira regulamentagido de
inteligéncia artificial do mundo aprovada em 2024 na Unido Europeia. Alinhado aos
preceitos da Industria 5.0 e centrado no ser humano, o Al Act adota uma abordagem
baseada em risco (inaceitavel, alto, sistémico, limitado e minimo), classificando os
sistemas de IA conforme seu potencial de impacto, de modo a aplicar obrigagdes
proporcionais que variam desde proibi¢des totais até requisitos minimos.
Destacam-se nessa classificagdo o0s sistemas de risco inaceitavel,
notadamente aqueles que s&o usados para fins de classificacdo social,
reconhecimento facial em tempo real em espagos publicos, manipulagdo cognitivo-
comportamental e reconhecimento de emogbes no local de trabalho e nos
estabelecimentos de ensino, que sao proibidos; de alto risco, como os usados em
biometria, infraestrutura critica, educagao, emprego ou aplicagado da lei, que estao
sujeitos a requisitos rigorosos, incluindo gestdo continua de riscos, governanga de
dados para evitar vieses, documentacgao técnica detalhada, transparéncia, supervisao
humana e robustez contra ataques cibernéticos; e de risco sistémico, associado a
modelos de IA de finalidade geral que apresentam capacidades de alto impacto, a
exemplo do ChatGPT, que se submetem a avaliagbes rigorosas, transparéncia,

governanca robusta e supervisdo continua, conforme ilustrado na Figura 6.

Figura 6 — Tipos de sistemas de IA correspondentes a diferentes niveis de risco.

Risco Inaceitavel
Ex: algumas formas de crédito social,
reconhecimento de emogdes...

Alto Risco

Ex: sistemas usados em seguranga

publica e controle de fronteiras

8 E o0 nome dado por Anu Bradford ao fendmeno em que as regulamentagdes da Unido Europeia
influenciam padrdes globais, sendo adotadas por empresas e paises fora da Europa, mesmo sem
obrigacéo legal.
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Fonte: Christakis; Karathanasis, 2024.

O modelo europeu, focado em proteger direitos fundamentais como
privacidade, dignidade e igualdade, com o Estado atuando como guardido contra
abusos das big techs, € descrito por Anu Bradford (2023) como modelo regulatério
baseado em direitos (Rights-Driven Regulatory Mode). Paralelamente, Bradford
sugere que existem outros dois modelos regulatorios dominantes: o modelo
regulatorio orientado pelo mercado (Market-Driven Regulatory Model) adotado pelos
EUA e o modelo regulatério orientado pelo Estado (State-Driven Regulatory Model)
em voga na China.

No caso do primeiro, prioriza-se a liberdade econb6mica, a inovagao, o
desenvolvimento tecnoldgico e a liberdade de expressdo, com minima intervencgéo
governamental. Nos EUA, a regulamentacé&o da |A apresenta um cenario fragmentado
e descentralizado, ocorrendo principalmente por meio de iniciativas estaduais, acoes
executivas e aplicagcado de leis existentes. Entre as iniciativas a nivel federal que
tratavam sobre os riscos da |A, destaca-se a Ordem Executiva 14110 do Governo
Biden, que visava o desenvolvimento e uso seguro, confiavel e ético da inteligéncia
artificial. No entanto, essa ordem foi revogada em janeiro de 2025 pela administragcéo
Trump®', que tem se aproximado abertamente das big techs®® e adotado uma
abordagem desregulatoria para fomentar a inovagdo e manter a competitividade
global, evitando restricbes excessivas.

No modelo que tem a China como principal representante, enfatiza-se o
controle estatal para promover crescimento econdmico, estabilidade social e
soberania digital, subordinando a tecnologia aos interesses do Estado. Apesar de ser
uma realidade que a China trata o progresso tecnolégico como uma politica estatal,
existem interesses que transcendem o Estado, como o desenvolvimento econémico
do pais e a garantia de direitos, os quais sdo expressamente previstos em atos como
o Plano de Desenvolvimento da Préxima Geragao de Inteligéncia Artificial, publicado
em 2017 (Techlab, 2024).

61 Shepardson, David. Trump revokes Biden executive order on addressing Al risks. Reuters,
Washington, 20 jan. 2025. Disponivel em: htips://www.reuters.com/technology/artificial-
intelligence/trump-revokes-biden-executive-order-addressing-ai-risks-2025-01-21/. Acesso em: 4 ago.
2025.

62 | opes, André. Os novos amigos do presidente: as razées que uniram as big techs a Trump.
Exame, 11 jan. 2025. Disponivel em: https://exame.com/tecnologia/os-novos-amigos-do-presidente-as-
razoes-que-uniram-as-big-techs-a-trump/. Acesso em: 4 ago. 2025.
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Outras abordagens sobre possiveis modelos regulatorios sdo discutidas,
especialmente para dar conta de um cenario mais amplo e global, e de realidades que
fogem das principais poténcias mundiais. Petit e Cooman (2020) propdem a regulagao
da IA a partir de variados modelos, que abrange desde uma regulamentagao baseada
principios éticos para informar o desenvolvimento e a aplicagdo da |IA, oferecendo
flexibilidade para evolugdes tecnoldgicas e mantendo a regulag&o funcional por mais
tempo (modelo ético) até uma que antecipa a evolugéo tecnoldgica e sugere a criagéo
de novas normas especificas para disciplinar a IA (modelo emergente).

E onde o Brasil se posiciona dentro desse cenario? No caso da maior poténcia
econdmica da América Latina®3, as discussées sobre a regulamentagao da inteligéncia
artificial estdo concentradas no Projeto de Lei n. 2.338/2023%, de autoria do senador
Rodrigo Pacheco. Inspirado no regulamento europeu, mas com adaptacdes feitas
para se adequar a realidade local, o modelo proposto combina elementos de
regulacdo baseada em risco, como a classificagado de sistemas de IA em niveis de
risco (excessivo e alto), com principios éticos que priorizam a centralidade da pessoa
humana, transparéncia e protecao de direitos fundamentais.

O projeto de lei é fruto da Comissdo de Juristas responsavel por subsidiar
elaboracao de substitutivo sobre inteligéncia artificial no Brasil (CJSUBIA) que, no ano
de 2022, elaborou anteprojeto para subsidiar as discussdes no Congresso Nacional,
visto que os principais projetos que tramitavam anteriormente (PL n. 5.051/20196°,
proposto pelo senador Styvenson Valentim; PL n. 21/20208¢, proposto pelo deputado
federal Eduardo Bismarck; e o PL n. 872/2021%", proposto pelo senador Veneziano

63 Caveiro, Juliana. Brasil ocupa primeira posicao entre as maiores economias da América Latina,
diz FMI; confira a lista. Money  Times, 19 fev. 2024. Disponivel em:
https://www.moneytimes.com.br/brasil-ocupa-primeira-posicao-entre-as-maiores-economias-da-
america-latina-diz-fmi-confira-a-lista/. Acesso em: 10 jun. 2025.

64 Brasil. Projeto de Lei n° 2.338, de 2023. Dispde sobre o desenvolvimento, o fomento e o uso ético
e responsavel da inteligéncia artificial com base na centralidade da pessoa humana. Brasilia, 2023.
Disponivel em: https://www.camara.leg.br/proposicoesWeb/fichadetramitacao?idProposicao=2487262.
Acesso em: 6 ago. 2025.

55 Brasil. Projeto de Lei n°® 5.051, de 2019. Estabelece os principios para o uso da Inteligéncia Artificial
no Brasil. Brasilia, 2019. Disponivel em: https://www25.senado.leg.br/web/atividade/materias/-
/materia/138790. Acesso em: 6 ago. 2025.

56 Brasil. Projeto de Lei n° 21, de 2020. Estabelece principios, direitos e deveres para o uso de
inteligéncia artificial no Brasil, e da outras providéncias. Brasilia, 2020. Disponivel em:
https://www.camara.leg.br/proposicoesWeb/fichadetramitacao?idProposicao=2236340. Acesso em: 6
ago. 2025.

67 Brasil. Projeto de Lei n° 872, de 2021. Dispde sobre o uso da Inteligéncia Artificial. Brasilia, 2021.
Disponivel em: https://www25.senado.leg.br/web/atividade/materias/-/materia/147434. Acesso em: 28
maio 2023.
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Vital do Rego) eram demasiadamente simples e insuficientes para regular a IA de
forma eficiente.

As contribui¢des e discursos em torno da Comisséo de Juristas e do substitutivo
posteriormente consolidado € objeto de aprofundada analise feita por Silva (2025). Ele
aponta que, a luz do Estatuto da Igualdade Racial e da Convengéo Interamericana
Contra o Racismo, a Discriminagdo Racial e Formas Correlatas de Intolerancia, o
Estado brasileiro assumiu compromisso no combate ao racismo em todas as suas
formas e na promogdo de politicas publicas e institucionais em favor de grupos
racialmente marginalizados. Nada obstante,

os discursos hegemobnicos sobre a relagdo entre inteligéncia artificial e
racismo em torno da produgéo do PL 2338 ignoraram o acumulo apresentado
sobre o tema, assim como ignoraram também as propostas de mitigagédo e
compromissos do Estado brasileiro na superagéo das desigualdades raciais
(Silva, 2025, p. 100).

Sobre a versao do projeto consolidada e submetida a revisdo da Camara dos
Deputados, nao existe disciplina especifica quanto a pratica de perfilamento
automatizado, mas tdo somente indicacédo de que a identificagao e definicdo de perfis
comportamentais em contexto de investigagdo ou de repressdo representa uma
atividade de alto risco e, por consequéncia, esta sujeita aos termos do regulamento.
Por outro lado, ha de se reconhecer como pontos importantes a categorizagdo de
riscos, o reconhecimento de direitos de grupos afetados por sistema de |A, previsdo
de avaliagdes de impacto, reconhecimento da discriminagao indireta e instrumentos
de participacgao social.

Quanto as categorias ja existentes em normas correlatas, a exemplo da LGPD,
o PL n. 2.338/2023 refor¢a a importancia de principios centrais como transparéncia,
explicabilidade, ndo discriminacéo, prestacdo de contas e responsabilizagdo, assim
como dos direitos a contestacdo e a revisdo com a possibilidade de supervisao
humana. Deve-se ponderar, no entanto, que a implementagcdo dessas medidas em
sistemas complexos pode representar desafios técnicos significativos, requerendo
padroées mais elaborados.

Entre o projeto atual aprovado em dezembro de 2024 e a minuta entregue pela
Comisséao de Juristas em 2022, Silva (2025) destaca os seguintes pontos:

a) Negacionismo sobre os impactos do reconhecimento facial no espago
publico e ampliagdo de seus usos. Em relatério preliminar, a comisséo ja
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havia afirmado, contra as evidéncias, que a “utilizagcdo massiva [de
identificagdo biométrica a distancia] tem demonstrado que, em regra, esses
sistemas nao tém potencial para causar dano significativo”. Na verséo final
do projeto, as excegdes para o uso da tecnologia para fins de seguranga
publica ndo diferem do que ja esta em realizagdo no Brasil hoje apesar de
estar oficialmente inclusa como “risco excessivo”;

b) Delimitacéo estreita de discriminagéo indireta. O termo relacionado a
discriminagdo indireta foi mantido, apesar de um estreitamento do que é
considerado: “a capacidade de acarretar desvantagem para pessoa ou
grupos afetados, ou os coloquem em desvantagem, desde que essa
normativa, pratica ou critério seja abusivo ou ilicito”;

c) Desobrigagdo de realizacdo de avaliagdo preliminar. A minuta
estabelece que o “agente de |A podera realizar avaliagdo preliminar para
determinar o grau de risco do sistema”, atividade considerada apenas como
indicador de boas praticas. Assim, o projeto de lei coloca sob
responsabilidade do proprio agente desenvolvedor a avaliagdo do nivel de
risco da tecnologia, abrindo a possibilidade que obrigagdes posteriores sejam
evadidas.

d) Excluséo de itens sobre orientacdo a diversidade. Entre as medidas de
gestdo e governancga indicadas aos sistemas de alto risco, o projeto anterior
incluia, ainda que de forma vaga, a recomendagéo de “composi¢ao de equipe
inclusiva responsavel pela concepgao e desenvolvimento do sistema”, trecho
removido da versdo da CTIA.

e) Retirada de mecanismos de participagao social. O projeto final da CTIA
retirou mecanismos de participacdo social explicitos nas entidades
supervisoras e nas avaliagdes de impacto (Silva, 2025, p. 152).

E inegavel que existe um esforgo tanto para tratar tanto do perfilamento quanto
do combate a praticas discriminatéria, o que abrange, por 6bvio, o racismo nos
sistemas de IA. Convém mencionar, por exemplo, a previsdo de discriminagao indireta
(art. 4°, inciso XII), tdo importante no contexto de racismo perpetuado por sistemas de
IA, e a classificacdo de alto risco para o sistema de IA que é utilizado no ambito de
investigac&o por autoridades administrativas.

Embora a raca e o racismo tenham sido considerados para o desenho do
modelo regulatorio ora em tramite na Camara dos Deputados, sua abordagem é
através do guarda-chuva da “diversidade” e do principio da n&o discriminagdo. Ainda
que essa abordagem ndo esteja no todo errada, ndo € capaz de compreender a
dimensédo estrutural e sistémica do problema, além de ignorar os compromissos
firmados pelo Brasil. Inegavel que a regulagdo da IA € um dos meios mais eficazes
para mitigagédo do racismo algoritmico, especialmente de praticas como o perfilamento
automatizado, todavia, um regulamento deficiente em aspectos essenciais € a receita

perfeita para adversidades futuras.
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5. CONSIDERAGOES FINAIS

A emergéncia da inteligéncia artificial alterou de maneira definitiva o curso do
avanco cientifico e tecnoldgico nas ultimas décadas, trazendo alteragdes significativas
na dinamica social e na maneira como os individuos se desenvolvem. Atualmente,
essa tecnologia, que é tanto fluida quanto intricada, esta presente em uma ampla
gama de plataformas, dispositivos e sistemas digitais, sendo utilizada em diversas
atividades do dia a dia, que vao desde o uso de redes sociais — um espago onde
costuma-se mapear nosso perfil de preferéncias para a realizacdo de previsdes e
criacdo de anuncios personalizados — até a implementagcdo de métodos de
reconhecimento facial por parte do Estado como apoio a seguranga publica.

Por um lado, a implementacao de sistemas de |IA nas atividades de empresas,
orgaos governamentais e na sociedade proporcionou o aperfeicoamento e a
simplificacdo de processos que antes eram extremamente complexos. Por outro lado,
fez surgir inquietagcdes e questionamentos devido aos impactos negativos sobre as
pessoas. O uso de indiscriminado de sistemas inteligentes, que se “alimentam” de
guantidades massivas de dados pessoais, trouxe a tona os potenciais nocivos da IA
e os riscos a direitos fundamentais, como a igualdade, a privacidade e o livre
desenvolvimento da personalidade, além de ter desvelado a face de um problema
estrutural que se perpetua no ambiente digital: o racismo. E nesse contexto que se
insere o presente trabalho, cuja pretensdo € analisar a pratica de perfilamento
automatizado como manifestagéo do racismo algoritmico.

O primeiro capitulo estabelece uma base técnica essencial, explorando
conceitos como inteligéncia artificial — a partir de suas formas e sentidos diversos —,
dados pessoais, big data e algoritmos, além de abordar o aprendizado de maquina e
a inteligéncia artificial generativa, fornecendo uma compreensado inicial dos
fundamentos tecnoldgicos que sustentam os sistemas discutidos ao longo da
dissertagdo. Destaca-se a evolugdo e a autonomia dos sistemas inteligentes, que
estdo cada vez mais complexos e imbricados em atividades do cotidiano. Nesse
cenario, a compreensdo do funcionamento dos algoritmos de |A foi crucial para
abordar o problema objeto deste trabalho.

O segundo capitulo focou na analise do racismo algoritmico e do perfilamento

automatizado, utilizando autores que produzem na area de direito, tecnologia e raca
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como lente interpretativa. Discutiu-se como os vieses discriminatérios, decorrentes da
nao neutralidade tecnoldgica, podem perpetuar desigualdades, especialmente contra
a populagédo negra. A construgdo do conceito de racismo algoritmico foi detalhada,
evidenciando sua manifestacdo em tecnologias digitais, com énfase no perfilamento
automatizado. Esse capitulo trouxe uma reflexdo sobre as raizes historicas e
estruturais do racismo, conectando-as aos desdobramentos contemporaneos no uso
de algoritmos, o que reforga a necessidade de abordagens regulatérias sensiveis a
essas dinamicas discriminatorias.

O terceiro capitulo foca na regulacéo do perfilamento automatizado no contexto
juridico brasileiro, avaliando mecanismos existentes e propostos para proteger a
populagdo negra contra os riscos discriminatorios. A LGPD, embora constitua um
marco na protecdo de dados no Brasil, apresenta lacunas no que diz respeito a
disposi¢cbes especificas que abordem diretamente os riscos discriminatorios
associados ao perfilamento automatizado, notadamente em sua dimensao coletiva.
Reconhece-se que as ferramentas oferecidas pela LGPD sao importantes para
regulacdo da IA sob a otica da protecdo de dados, todavia, sdo limitadas e
insuficientes para mitigagao do racismo algoritmico. O direito de revisdo de decisbes
automatizadas enfrenta barreiras, como seu foco predominantemente individual e
associado a pessoa identificada ou identificavel; obstaculos a explicabilidade como
uma etapa essencial a transparéncia; e a auséncia de previsdo de supervisio
humana. De outro lado, o projeto de lei em tramitagc&o, apesar de promissor, enfrenta
desafios relacionados a auséncia de enfrentamento do racismo enquanto um fator
chave para se pensar em politicas institucionais e, especificamente, no desenho do
modelo regulatorio a ser adotado no Brasil.

O combate ao racismo algoritmico exige uma atuagédo antirracista e uma
estratégia continua e adaptavel, que transcenda a simples regulamentagao para
promover uma transformacéo cultural e tecnolégica mais ampla. A integragdo de
principios de justi¢a racial nas etapas de design, desenvolvimento e uso de sistemas
de IA pode ser um caminho viavel para reduzir vieses e garantir equidade, exigindo a
colaboracgéo entre o setor publico, empresas de tecnologia e sociedade. Apesar dos
progressos observados, o caminho a frente permanece longo e complexo,
demandando esforgos conjuntos para monitorar a eficacia das medidas existentes,
ajustar legislagdes conforme necessario e desenvolver novas solugdes tecnologicas

que priorizem a inclusao racial.
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O presente trabalho reforgca a ideia de que a regulacdo da IA deve ser um
processo dinamico, sensivel as especificidades culturais e histéricas do Brasil, e
comprometido com a reducido das disparidades sociais. A protecao da populagao
negra contra os riscos do perfilamento automatizado ndo € apenas uma questao
técnica ou juridica, mas um imperativo ético que reflete o compromisso com uma
sociedade mais justa. Assim, este estudo contribui para um debate mais informado e
propositivo, incentivando a continuidade da pesquisa e a mobilizagao de recursos para
enfrentar os desafios impostos pela intersecéo entre tecnologia e racismo no século
XXI.
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