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Resumo

As redes definidas por software (do inglés, Software Defined Networking - SDN) sao ar-
quiteturas de redes que enfatizam a separacao entre o plano de controle e o plano de dados,
proporcionando uma série de beneficios, como o gerenciamento centralizado, a flexibili-
dade e a programabilidade da infraestrutura de rede. Apesar dos beneficios oferecidos
pela arquitetura SDN, do ponto de vista da seguranca, essa arquitetura introduziu novas
vulnerabilidades devido a comunicagao necessaria entre esses planos, em virtude da sepa-
racao deles. Os ataques distribuidos de negagao de servigo (do inglés, Distributed Denial of
Service - DDoS), especialmente os do tipo volumétrico, representam um desafio significa-
tivo para esse tipo de rede, ja que, nesta arquitetura, o controlador atua como um ponto
central de controle e decisao, sendo responsavel por gerenciar o trafego e a configuragao
da rede. Assim, ele se torna um alvo estratégico para os ataques DDoS volumétricos,
ja& que sua paralisacdo, em funcao do volume massivo de trafego malicioso proveniente
desses ataques, resultara na exaustao da capacidade de processamento, levando a sua
indisponibilidade e comprometendo a operacao de toda a rede. As solugdes presentes no
estado da arte apresentaram diversas estratégias para reduzir os impactos dos ataques
DDoS volumétricos. Porém, ainda permanecem algumas lacunas, como a centralizagao
das agoes de detecgao e mitigacao no plano de controle, causando atrasos no processo para
confirmar qualquer mudanca no comportamento do trafego associada a esses ataques e o
aumento do volume de mensagens de controle encaminhadas ao controlador para realizar
a identificacdo e a contencao desses ataques a rede. Além disso, muitas das estratégias
desenvolvidas pelas solugdes acabam penalizando uma parte significativa do trafego legi-
timo, provocando bloqueios de forma indiscriminada. Este trabalho propoe um mecanismo
de deteccao e mitigagdo denominado DataControl-ML, que visa suprir essas lacunas. O
mecanismo estd organizado em dois procedimentos: (i) detec¢ao e mitigagdo no plano de
dados; e (i) compartilhamento de informagoes globais por meio do plano de controle.
O primeiro procedimento concentra-se em uma abordagem de detec¢ao no plano de da-
dos, responsavel por classificar o fluxo de trafego malicioso por meio de um modelo de
classificacao com base no algoritmo de aprendizagem de maquina Random Forest, que ex-

trai as caracteristicas dos pacotes de rede e as utiliza para identificar padroes associados
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a comportamentos maliciosos. Essa abordagem é seguida por uma estratégia de miti-
gacao que gerencia diferentes listas nos dispositivos de encaminhamento, utilizando niveis
de confiabilidade, para priorizar os fluxos confidveis (legitimos) e bloquear aqueles com
baixo valor de confianga (maliciosos). O segundo procedimento visa o compartilhamento
de informacoes globais no plano de controle, organizadas em agoes de controle que in-
cluem o bloqueio, a permissao sem prioridade associada ou a priorizacao dos clientes,
determinadas com base no estabelecimento de uma confianca global calculada a partir
de um sistema fuzzy no controlador, para o envio aos dispositivos de encaminhamento,
promovendo uma colaboracao eficiente entre o plano de dados e de controle, e maior rapi-
dez nos processos de detec¢ao e mitigacao em diferentes pontos da rede. Os resultados
experimentais obtidos mostraram que o DataControl-ML reduz cerca de 52,18% o tempo
necessario para a confirmagao (detecgao) de uma fonte maliciosa, responsavel por gerar os
ataques DDoS volumétricos, quando comparado a outro mecanismo do estado da arte (o
Bungee-ML). Além disso, o mecanismo proposto preserva os recursos (CPU e memoria)
do controlador e switch, diminuindo o volume de mensagens de controle enviadas ao con-
trolador, o tempo de convergéncia para que os dispositivos de encaminhamento tenham
informagoes sincronizadas e alcanga uma eficacia de deteccao e mitigagao superior a 98%,

reduzindo os impactos causados por esses ataques.

Palavras-chave: Redes Definidas por Software (SDN), Ataques de Negacao de Servigo
Distribuidos (DDoS), Detecgao e Mitigacao de Ataques, Mecanismo de Seguranga Baseado

em Confianga, Plano de Dados Programavel.
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Abstract

Development of an integrated mechanism for detect-
ing and mitigating DDoS attacks in software-defined

networks

Software-defined networking (SDN) is a network architecture that emphasizes the sepa-
ration of the control plane from the data plane, providing a number of benefits such as
centralized management, flexibility, and programmability of the network infrastructure.
Despite the benefits offered by SDN from a security perspective, this architecture has in-
troduced new vulnerabilities due to the communication required between these planes due
to their separation. Distributed denial-of-service (DDoS) attacks, especially volumetric
ones, represent a significant challenge for this type of network, since in this architecture
the controller acts as a central point of control and decision, being responsible for manag-
ing network traffic and configuration. Thus, it becomes a strategic target for volumetric
DDoS attacks, as the massive influx of malicious traffic can overwhelm its processing
capacity, causing service disruption and compromising the operation of the entire net-
work. State-of-the-art solutions have presented several strategies to reduce the impacts
of volumetric DDoS attacks. However, some gaps still remain, such as the centralization
of detection and mitigation actions in the control plane, causing delays in the process of
confirming any change in traffic behavior associated with these attacks and the increase
in the volume of control messages forwarded to the controller to identify and contain
these network attacks. In addition, many of the mitigation strategies employed by these
solutions inadvertently penalize legitimate traffic, resulting in indiscriminate blocking.
This work proposes a detection and mitigation mechanism called DataControl-ML, which
aims to fill these gaps. The proposed mechanism is organized into two procedures: (i)
detection and mitigation in the data plane; and (i7) sharing of global information through
the control plane. The first procedure adopts a detection approach in the data plane,
where a machine learning-based classification model—specifically, the Random Forest al-

gorithm—analyzes network packet features to identify patterns indicative of malicious
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traffic. This approach is followed by a mitigation strategy that manages different lists
in the forwarding devices, using trust levels, to prioritize the trustworthy (legitimate)
flows and block those with low trust value (malicious). The second procedure focuses on
sharing global information through the control plane. It defines control actions—such as
blocking, allowing, or prioritizing clients—based on a global trust score calculated by a
fuzzy logic system in the controller. These actions are sent to forwarding devices, enabling
efficient collaboration between the data and control planes and speeding up detection and
mitigation across the network. The experimental results obtained show that DataControl-
ML reduces approximately 52,18% the time required for the confirmation (detection) of a
malicious source, responsible for generating volumetric DDoS attacks, when compared to
another state-of-the-art mechanism (Bungee-ML). In addition, the proposed mechanism
helps preserve CPU and memory resources on both the controller and the switches. It
reduces the number of control messages sent to the controller, shortens the convergence
time for forwarding devices to synchronize information, and achieves over 98% efficiency

in detecting and mitigating attacks—significantly reducing their impact.

Keywords: Software-Defined Networking (SDN), Distributed Denial-of-Service (DDoS)
Attacks, Attack Detection and Mitigation, Trust-based Security Mechanism, Programmable
Data Plane.
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Capitulo 1
Introducao

As redes definidas por software (do inglés, Software Defined Networking - SDN) surgiram
em resposta aos desafios enfrentados pelas redes tradicionais, como arquitetura complexa
e rigida, que dificultavam a adi¢do, remoc¢ao ou modificagdo dos recursos da rede de forma
eficiente [2]. Os dispositivos presentes em uma rede tradicional, como switches e roteado-
res, sao projetados com fungoes de controle e encaminhamento de maneira unificada, ou
seja, em um unico plano de trabalho, impondo dificuldades no gerenciamento desta rede
devido a diversidade de dispositivos na infraestrutura, a variedade de protocolos a serem
configurados em cada dispositivo fisico e as especificidades de cada fabricante [3]. Além
disso, a escalabilidade ainda pode representar um desafio, pois, embora os fabricantes
geralmente disponibilizem MIB’s (Management Information Base) que permitem a inte-
roperabilidade ao estabelecer padroes para a comunicacao entre diferentes dispositivos de
rede, cada um possui configuragoes e caracteristicas especificas [4, 5]. Dessa forma, a adi-
¢ao de novos dispositivos ou servigos pode demandar configura¢des manuais e complexas,
especialmente quando nao ha um gerenciamento centralizado.

Diante dos desafios das redes tradicionais, as redes SDN buscaram separar as fungoes
de controle e encaminhamento em diferentes planos de trabalho, chamados de controle e
dados, para tornar a rede mais flexivel, gerencidvel e centralizada [6]. Assim, o plano de
controle é formado pelos controladores, implementados por meio de softwares, responsaveis
por criar e coordenar de maneira centralizada os recursos e as politicas da rede, como
o encaminhamento e roteamento dos pacotes de rede. Enquanto, o plano de dados é
formado pelos dispositivos de rede, como switches e roteadores, responsaveis pelas a¢oes de
encaminhamento e roteamento de dados conforme a politica definida pelo controlador [3].

Além do plano de controle e de dados, arquitetura SDN também define um plano
de aplicacao que executa aplicagdes de rede como balanceador de carga e firewall, para
auxiliar o controlador no gerenciamento da rede. Essa organizagao permite que a rede

seja programada e gerenciada de forma mais dinamica, flexivel e escalavel, possibilitando



a rapida implementacao e modificagao de servigos, como o desenvolvimento de fungoes de
seguranca e o gerenciamento de fluxos, facilitando a deteccao e o diagnodstico de proble-
mas [7].

Apesar dos beneficios oferecidos pela arquitetura SDN, a seguranca ainda é motivo de
preocupacao, especialmente devido a separacao entre o plano de controle e de dados, o que
amplia a superficie de ataques [8]. Entre as ameagas mais relevantes nesse contexto estao
os ataques distribuidos de negagao de servigo (do inglés, Distributed Denial of Service -
DDoS), em especial os do tipo volumétrico, que buscam sobrecarregar os recursos de rede
por meio de um trafego malicioso massivo em um espaco curto de tempo, explorando
vulnerabilidades em aplicativos, servigos ou protocolos executados na rede alvo [9]. Na
arquitetura SDN, o controlador torna-se um alvo estratégico, pois sua indisponibilidade
pode comprometer a operacao de toda a rede. Com isso, os ataques DDoS volumétricos
buscam sobrecarregar o controlador para limitar a sua capacidade de lidar com o trafego

legitimo, gerando interrupgoes generalizadas nos servicos disponibilizadas na rede.

1.1 Motivacao

Diante do cenario no qual os ataques DDoS volumétricos exploram vulnerabilidades ine-
rentes a arquitetura SDN, especialmente em virtude da separagdo entre os planos (con-
trole e dados), para sobrecarregar o controlador e comprometer a disponibilidade da rede,
torna-se essencial investigar, propor e aprimorar solugoes de seguranca, de forma a reduzir
os impactos causados por esses ataques e, ao mesmo tempo, preservar a continuidade do
trafego legitimo.

Nesse contexto, muitas solugoes de seguranca presentes no estado da arte tém concen-
trado seus esforgos na elaboracao de abordagens que atuam exclusivamente na camada de
controle, devido a possibilidade de criar politicas de controle de trafego de forma centra-
lizada, permitindo um maior dominio de toda a infraestrutura de rede [10]. Todavia, esse
tipo de abordagem torna o controlador ponto tinico de falha, e as interagoes frequentes
entre o plano de dados e o plano de controle provocam atrasos e o aumento do volume
de mensagens de controle encaminhadas ao controlador para reduzir os impactos causa-
dos pelos ataques DDoS volumétricos, aumentando o seu consumo de recursos [11]. Por
exemplo, tempos mais longos para detectar e confirmar qualquer mudanca no comporta-
mento do trafego, o que retarda o acionamento dos mecanismos de detegcao e mitigagao.
Além disso, hd um aumento no consumo de recursos por parte do controlador, que precisa
processar continuamente um elevado volume de mensagens de controle para a tomada de

decisoes.



Para reduzir os atrasos e o volume de mensagens de controle direcionadas ao con-
trolador, as solugoes desenvolvidas por Shin et al. [12], Moreno et al. [13] e Lapoli et
al. [14], propuseram o desenvolvimento de mecanismos que atuam diretamente no plano
de dados, diminuindo o volume de mensagens de controle e proporcionando uma agao de
detecgdo mais rapida por parte das solugoes [15]. Porém, elas ficaram restritas devido
as dificuldades de desenvolver métodos de detecgao mais sofisticados e, a0 mesmo tempo,
garantir o processamento de pacotes em alta velocidade no plano de dados [15]. Por causa
disso, solugdes como Oracle [16], Cooperative-DDoS [17] e Bungee-ML [18] adotaram uma
abordagem hibrida, no qual realizam parte das agoes de detec¢ao no plano de dados e
a outra parte no plano de controle. Essas abordagens acabam aumentando o volume
de mensagens de controle e o tempo de confirmacao de um ataque, ja que o dispositivo
central serd responsavel por confirmar cada suspeita produzida no plano de dados [10].

No que tange as abordagens desenvolvidas pelas solucoes para reduzir os impactos
dos ataques DDoS volumétricos, elas podem ser categorizadas, segundo Imran et al. [19]
em trés tipos: (i) bloqueio, que busca interromper por completo o trafego das possiveis
fontes do ataque; (ii) controle, que atrasa de forma proposital o trafego suspeito; e (ii7)
gerenciamento de recursos, que faz uso de recursos adicionais presentes na infraestrutura
de rede. Grande parte das solugoes opta pela acdo de bloqueio, pois ela proporciona
um alivio instantaneo aos recursos de rede e possui uma complexidade mais baixa para
o seu desenvolvimento, como as solugoes desenvolvidas por Tuan et al. [20], Kumar et
al. [21] e Salem et al. [22]. Embora, esta agao vise restringir todo o trafego suspeito, ela
acaba penalizando os clientes legitimos vinculados a uma determinada porta do switch
ou enderego IP (Internet Protocol) que estd gerando esse tipo de trafego, provocando um
bloqueio indiscriminado.

Para evitar o bloqueio indiscriminado do trafego, os autores em [22] e [23] buscaram
adotar novos métodos, como a atribuicao de confiabilidade e créditos aos clientes da rede
com base em seu comportamento, para estabelecer niveis de confianca entre eles e, assim,
realizar um bloqueio de maneira seletiva, restringindo apenas os clientes que estao abaixo
do nivel de confiabilidade. Porém, as solugoes desenvolvidas atuam apenas no plano
de controle, o que resulta em atrasos no processo de confirmacao de qualquer atividade
suspeita associada aos ataques DDoS volumétricos e ao aumento do volume de mensagens
de controle para gerenciar os niveis de confiabilidade dos clientes e as demais agoes de
controle do trafego de rede [15, 10].

Diante da andlise das solugoes presentes no estado da arte, observou-se uma varie-
dade de abordagens para tornar essa arquitetura de rede mais segura e, assim, aproveitar
os beneficios oferecidos por ela, como flexibilidade, escalabilidade e o gerenciamento de

aplicacoes e servigos [19]. No entanto, ainda existem lacunas que podem deixar essa ar-



quitetura vulneravel, como a centralizacao das agoes de deteccao e mitigacao no plano de
controle, provocando atrasos adicionais para confirmar qualquer mudanga no comporta-
mento do trafego associada aos ataques DDoS volumétricos e o aumento do volume de
mensagens de controle encaminhadas ao controlador para realizar a identificagdo e a con-
tengao desses ataques a rede [15]. Além disso, muitas das estratégias desenvolvidas pelas
solugoes para reduzir os impactos desses ataques, que, embora visem restringir o trafego
malicioso, acabam penalizando uma parte significativa do trafego legitimo, provocando
bloqueios de forma indiscriminada [20, 21, 24, 22, 25].

Considerando as lacunas observadas, identifica-se a necessidade de uma abordagem
mais eficiente, que nao apenas reduza os atrasos na resposta aos ataques DDoS volumé-
tricos e diminua a dependéncia do controlador, mas que também avalie continuamente o
comportamento dos clientes e atribua niveis de confianga com base nesse comportamento
observado e utilize essas informagoes para, priorizar o trafego legitimo em detrimento do
trafego malicioso, de forma seletiva e inteligente, restringindo apenas o trafego identificado

como malicioso.

1.2 Objetivo Geral

Este trabalho visa propor um mecanismo de detec¢ao e mitigagdo de ataques DDoS vo-
lumétricos para redes SDN, que possibilite agoes mais rapidas para conter o fluxo de
trafego de rede de clientes maliciosos, por meio de técnicas de mitigacao que avaliem con-
tinuamente o comportamento dos clientes para a priorizar o trafego legitimo e restringir
o trafego malicioso, para evitar os bloqueios indiscriminados. Para atingir esse objetivo

geral, sao estabelecidos os seguintes objetivos especificos:

e Adogao de uma abordagem de deteccao no plano de dados que possibilite a classi-
ficacdo do fluxo de trafego de rede de clientes maliciosos de forma eficiente, rapida
e precisa, por meio de um modelo de classificacdo com base no algoritmo de apren-
dizagem de maquina Random Forest, e, assim, reduzir os atrasos no processo de
confirmacao de qualquer atividade suspeita associada aos ataques DDoS volumétri-
cos e o volume de mensagens de controle encaminhadas ao controlador para realizar

as agoes de deteccao e mitigacao.

o Aplicacao de uma estratégia de mitigacao no plano de dados que gerencia diferentes
listas nos dispositivos de encaminhamento, utilizando niveis de confiabilidade com
base no comportamento dos clientes, para priorizar os fluxos de trafego de rede

de clientes confidveis (legitimos) e bloquear o trafego daqueles com baixo valor de



confianga (maliciosos), a fim de evitar o bloqueio indiscriminado e aprimorar a

assertividade da estratégia de mitigagao a ser proposta.

e Proposicao de um modelo de compartilhamento de informacoes globais no plano
de controle, organizadas em ac¢oes de controle que incluem o bloqueio, a permissao
sem prioridade associada ou a priorizacao dos clientes, determinadas a partir do
estabelecimento de uma confianca global mediante um sistema fuzzy no controlador,
para o envio aos dispositivos de encaminhamento, criando uma visao tnica da rede
e uma mitigacao mais abrangente, permitindo a tomada de decisoes locais com base

em uma visao ampliada da rede.

1.3 Metodologia

A metodologia aplicada neste trabalho consiste, inicialmente, em uma revisao do estado
da arte no que tange as redes SDN, aos principais ataques DDoS (volumétricos e nao
volumétricos), aos métodos de detec¢do/mitigacao e as solugdes relacionadas a seguranca
em redes SDN, com foco na redugao dos impactos causados pelos ataques DDoS volumé-
tricos. As solugoes mais recentes e relevantes ao problema serao discutidas, considerando
os contextos de aplicacao, os planos de atuacao, as estratégias de deteccao e mitigacao
utilizadas e as principais limitagoes apontadas. Com base nessas analises, sera definida a
proposta de um mecanismo para suprir as lacunas identificadas. O mecanismo proposto
sera avaliado em um ambiente virtual de simulacao para redes SDN. Para tal, serda um
utilizado simulador conhecido e amplamente aceito pela comunidade cientifica, de forma
a permitir a comparacgao e validagdo com propostas semelhantes na literatura. Os resul-
tados obtidos serao comparados com uma solugao representativa do estado arte, com base
em métricas de desempenho, como a acuracia da detecgao, tempo de detecgao, tempo de

convergéncia, volume de mensagens de controle e eficicia da mitigagao.

1.4 Contribuicoes

Em particular, as principais contribui¢oes deste trabalho sao as seguintes:

o Abordagem para a deteccdo de ataques DDoS volumétricos no plano de dados,
que reduz o tempo de resposta para a confirmacao de qualquer atividade suspeita
associada a esses ataques e minimiza os atrasos causados pela comunicacao frequente

com o controlador;

o Estratégia de mitigacdo de ataques DDoS volumétricos no plano de dados com base

no gerenciamento de listas, que prioriza o fluxo de trafego de rede de clientes com



niveis de confiabilidade aceitéveis (legitimos) e bloqueia (descarta) o fluxo daqueles
com baixo valor de confianga (maliciosos), obtidos por meio da andlise de seus

padroes de comportamento, para minimizar os efeitos causados por esses ataques;

e Modelo de compartilhamento de informacoes globais no plano de controle, orga-
nizadas em agoes de controle que incluem o bloqueio, a permissao sem prioridade
associada ou a priorizacao dos clientes, determinadas a partir do estabelecimento
de uma confianca global, por meio do controlador para o envio aos dispositivos de
encaminhamento presentes no plano de dados, aprimorando a avaliagdo da confianca
e permitindo uma resposta mais eficiente, abrangente e adaptativa no combate aos

ataques DDoS volumétricos;

o Uma abordagem que integra o plano de controle e o plano de dados para a deteccao

e mitigacao de ataques DDoS volumétricos em toda a rede;

o Experimentos que demonstram a aplicabilidade e a eficacia do mecanismo proposto.

1.5 Publicacoes relacionadas a Tese

o Artigo desenvolvido em parceria e publicado no peridédico International Journal of
Network Management (IJNM) - 2021, intitulado “A systematic review on distributed

denial of service attack defense mechanisms in programmable networks” [26] - Qualis-

CC As.

o Artigo publicado e apresentado no 35th Advanced Information Networking and Ap-
plications (AINA) - 2021, intitulado “DoSSec: A Reputation-Based DoS Mitigation
Mechanism on SDN” [27] - Qualis-CC A2.

o Artigo publicado e apresentado no 9th International Symposium on Computing and
Networking Workshops (CANDARW) - 2021, intitulado “Detecting DDoS Attacks
on SDN Data Plane with Machine Learning” [28] - Qualis-CC B2.

» Artigo publicado no periddico Concurrency and Computation: Practice and Experi-
ence (CCPE) - 2022, intitulado “DataPlane-ML: an integrated attack detection and
mitigation solution for software defined networks” [29] - Qualis-CC A3.



1.6 Demais publicacoes

o Artigo publicado e apresentado no 21st Workshop on Advances in Parallel and Dis-
tributed Computational Models (APDCM)-2019, intitulado “Entropy-based DoS at-
tack identification in SDN” [30] - Qualis-CC B4.

o Artigo publicado na revista Advances in Science, Technology and Engineering Sys-
tems Journal (ASTESJ)-2020, intitulado “Enhancing an SDN architecture with DoS
attack detection mechanisms” [31] - Qualis-CC C.

o Artigo publicado e apresentado no 3/th Advanced Information Networking and Ap-
plications (AINA)-2020, intitulado “New programmable data plane architecture ba-
sed on P4 OpenFlow Agent” [32] - Qualis-CC A2.

1.7 Estrutura do Documento

Este documento estd organizado da seguinte forma:

o Capitulo 2: apresenta uma fundamentacao tedrica acerca dos conceitos relaciona-
dos ao desenvolvimento do presente trabalho, tais como redes SDN e suas defini¢oes
bésicas, os tipos de ataques distribuidos de negacao de servigo (volumétricos e nao

volumétricos), métodos de detecgdo e mitigagao desses ataques;

e Capitulo 3: apresenta uma revisao do estado da arte acerca dos trabalhos relaci-
onados a seguranca em redes SDN, com foco na reducao dos impactos de ataques

DDoS volumétricos;

o Capitulo 4: apresenta a proposta de desenvolvimento do trabalho, detalhando o
funcionamento de cada moédulo presente no mecanismo desenvolvido, com a descri-

¢ao das suas funcionalidades, objetivos e integracoes;

o Capitulo 5: apresenta os resultados obtidos da pesquisa, descrevendo o ambiente
experimental utilizado, os métodos de avaliacao aplicados, as métricas consideradas,
os resultados observados nos experimentos e a analise dos dados obtidos, destacando

as contribui¢cdes do mecanismo proposto para o estado da arte;

o Capitulo 6: apresenta a conclusao do trabalho, sintetizando os principais resulta-
dos alcangados, as contribui¢oes para a area de estudo e indica os possiveis trabalhos

a serem desenvolvidos no futuro.



Capitulo 2
Fundamentacao Tedrica

Este capitulo aborda os conceitos sobre redes SDN, os principais controladores, o plano
de dados programéavel e as plataformas para a realizacdo de simulagoes de ambientes
SDN. Também sao abordados os principais ataques distribuidos de negagao servico que
podem comprometer a disponibilidade dos servicos oferecidos por essa arquitetura de
rede, bem como as técnicas para identifica-los e combaté-los. A Secao 2.1 apresenta os
conceitos relacionados as redes SDN, a Secao 2.2 expde os principais ataques distribuidos
de negacao de servigo, a Se¢ao 2.3 mostra os métodos para identificar esses ataques e a

Secao 2.4, os métodos para reduzir os impactos causados por esses ataques.

2.1 Redes Definidas por Software

As redes definidas por software surgiram como uma resposta aos desafios impostos pela
arquitetura de rede tradicional, caracterizada por sua complexidade e rigidez [3]. Essa
nova arquitetura de rede busca oferecer maior flexibilidade, programabilidade e a centra-
lizacao do controle da rede por meio da separagao entre o plano de controle e o plano de
dados.

Nesse contexto, o plano de controle é responsavel por criar e coordenar as funcionali-
dades dos dispositivos de rede, como switches e roteadores, promovendo uma gestao cen-
tralizada [6]. Enquanto, o plano de dados possui a responsabilidade de encaminhamento
e roteamento de pacotes conforme as regras definidas pelo plano de controle, proporcio-
nando maior flexibilidade na gestao do trafego da rede [8]. Esse novo paradigma de rede
ganhou forga com a criacao do protocolo OpenFlow [2], concedendo acesso e controle de
forma padronizada a tabela de consulta utilizada pelo switch para estabelecer o préximo
movimento (agdo) de cada pacote recebido, por exemplo, encaminhamento ou descarte [3].

Diferentemente do modelo presente nas redes tradicionais, onde as decisoes de en-

caminhamento sao baseadas no endereco IP (Internet Protocol) de destino, as redes



SDN utilizam um modelo mais flexivel, baseado nos critérios de correspondéncia e acao
(match+action) [2, 2]. Nesse modelo, os pacotes podem ser analisados e processados com
base em miltiplos campos de cabegalho, como endereco MAC (Media Access Control) de
origem/destino, endereco IP de origem/destino, porta de origem/destino e tipo de pro-
tocolo [33]. Assim, quando um pacote apresenta valores que correspondem a uma regra
definida nos critérios de correspondéncia (match), uma agao (action) correspondente é
aplicada. Essa acao pode incluir o encaminhamento do pacote para uma porta especifica,
a modificagdo do seu cabecalho ou até mesmo o seu descarte. Esse modelo proporciona um
controle mais granular e dindmico sobre o trafego de rede, permitindo a implementacao
de politicas de controle de trafego mais avangadas e flexiveis para as redes SDN.

A arquitetura SDN oferece uma organizacao em camadas, que permite um gerencia-
mento flexivel, eficiente e automatizado para lidar com a complexidade na configuracao
e no controle da rede. As politicas de rede sdo administradas e implementadas nos con-
troladores e depois encaminhadas para os switches. Uma rede SDN ¢é organizada em trés

camadas (planos) [6], a Figura 2.1 apresenta a arquitetura SDN.

Plano de Aplicagio { Aplicagao 1 Aplicagéo 2 aee Aplicagdo N
v v v

API Northbound

Plano de Controle { Controlador SDN

API Southbound

Plano de Dados

Figura 2.1: Arquitetura SDN.

O plano de dados compreende os dispositivos de rede responséaveis por agoes de enca-
minhamento e roteamento (por exemplo, switches e roteadores), além de monitorar infor-
magoes locais e coletar estatisticas [3]. Esses dispositivos sdo configurados por meio de um
conjunto de regras de fluxo, usadas para redirecionar os pacotes de entrada pertencentes
a um fluxo. A comunicagdo com o plano de controle é realizada pela API (Application
Programming Interface) southbound, por exemplo, OpenFlow [2] e ForCES [34]. A im-
plementacao mais conhecida dessa API é o protocolo OpenFlow, que busca padronizar o
modo como o controlador se comunica com os dispositivos de encaminhamento da rede
por meio de mensagens de controle. Esse protocolo estabelece um canal de comunicacao,

que conecta o dispositivo de encaminhamento ao controlador, e por meio dessa interface,



o controlador configura e gerencia o dispositivo por meio do envio de comandos (men-
sagens) de controle para a tabela de fluxo desse dispositivo. A tabela de fluxo, indica
quais fluxos o dispositivo de encaminhamento deve processar, sendo que para cada en-
trada dessa tabela é especificado um conjunto de agdes que devem ser aplicadas a cada
fluxo. Assim, é possivel definir um conjunto de agoes para estabelecer a conduta a ser
tomada para o fluxo, como o encaminhamento ou o descarte dos pacotes. Essas agoes
podem ser dinamicamente modificadas, adicionadas ou removidas, sem a necessidade de
reconfigurar fisicamente os dispositivos de encaminhamento da rede.

O plano de controle é formado pelos controladores, que gerenciam toda a rede, res-
ponséveis por criar e coordenar as funcionalidades dos dispositivos de rede (switches e
roteadores) [35]. Eles se comunicam com o plano de dados por meio de uma interface
southbound usando protocolos, como OpenFlow [2] e ForCES [34]. Adicionalmente, o
plano de controle conta com APIs horizontais a esquerda e a direita, denominadas west-
bound e eastbound, para o gerenciamento de multiplos controladores na rede [3]. Essas
APIs sdo um caso especial de interfaces requeridas por controladores distribuidos. As
fungoes dessas interfaces incluem a importacao e exportagao de dados entre controlado-
res, algoritmos para modelos de consisténcia de dados, e recursos de monitoramento e
notificacdo, como verificar se um controlador esté ativo ou notificar uma substituicao em
um conjunto de dispositivos de encaminhamento.

O plano de aplicacdo compreende um conjunto de aplica¢des de rede, como balan-
ceadores de carga, servigos de QoS (Quality of Service), firewall e controle de acesso,
que auxiliam o controlador no gerenciamento da rede [36]. Elas se comunicam com o
controlador através da API northbound, que permite as aplicagoes realizar o controle e o
monitoramento de fungoes da rede, como armazenamento e largura de banda, utilizando
os servigos de rede fornecidos pelo controlador [37]. A API converte as solicitagoes das
aplicagoes em instrugoes de baixo nivel para que os controladores possam transmitir as es-
tatisticas e/ou realizar as agoes solicitadas pela aplicagdo em questao. Essa API pode ser
implementada usando a arquitetura REST (Representational State Transfer), que utiliza

requisigoes HTTP para extrair, inserir e deletar dados na rede [38].

2.1.1 Controladores SDIN

O controlador ¢ o componente principal de uma rede SDN;, ele é responsavel por coordenar
e gerenciar os recursos de toda a rede, oferecendo uma visao unificada e centralizada [35].
Por meio dele, é possivel implementar a politica de encaminhamento de pacotes na rede,
identificar possiveis problemas e reconfigurar a rede em tempo real para garantir o de-

sempenho e a disponibilidade.
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Existem diferentes tipos de controladores SDN, programados por meio de uma API,
definindo o que sera feito em cada um dos planos. Assim, cada controlador utiliza uma lin-
guagem de programagcao, como C, C++4, Java e Python para implementar comandos para
auxiliar no controle da infraestrutura da rede. A seguir, sdo apresentados os principais

controladores amplamente utilizados em trabalhos e pesquisas.

« NOX: o controlador NOX [39] foi desenvolvido em linguagem C++ e em seguida
implementado em Python. Ele atua sobre o conceito de fluxo de dados, em que
verifica o primeiro pacote de cada fluxo e procura uma entrada correspondente na
tabela de fluxo para aplicar uma determinada acao. Ele possui um conjunto de
bibliotecas, que fornecem implementagoes de fungoes comuns ao gerenciamento de

rede, como médulo de roteamento e classificagao rapida de pacotes.

« POX: o controlador POX [40] foi desenvolvido em Python, com sua arquitetura
fundamentada no controlador NOX, porém com desempenho aprimorado. Por meio
dele, é possivel executar diferentes aplicativos, como hub, switch, balanceador de

carga e firewall.

« FLOODLIGHT: o controlador FloodLight [41] foi desenvolvido em Java e possui
uma arquitetura modular. Essa arquitetura permite um gerenciamento flexivel dos
componentes para a administragao dos dispositivos. Dentre os componentes, temos
o rastreamento MAC, IP, escolha de melhor caminho e acesso ao gerenciamento via
interface web. Esse controlador incorpora um modelo de threading, que permite o

compartilhamento de threads com outros modulos.

« OPENDAYLIGHT: o controlador OpenDaylight [42] é desenvolvido em Java e
possui como caracteristicas-chaves a modularidade e a flexibilidade, que permitem
aos desenvolvedores selecionar os recursos mais importantes para eles e criar contro-
ladores que atendam as suas necessidades especificas. Ele possui uma arquitetura
baseada em micro-servigos, o que permite aos usuarios o controle por meio de apli-

cagoes e protocolos.

« RYU: o controlador RYU [43] é desenvolvido em Python e oferece uma arquite-
tura modular, permitindo que os desenvolvedores o adaptem as suas necessidades
especificas. Além disso, ele também oferece uma API RESTful, que possibilita aos
desenvolvedores criar aplicativos de rede baseados em chamadas HTTP, facilitando
a comunicagao com outros sistemas. Dentre as principais caracteristicas desse con-
trolador, podemos destacar: (i) suporte a multiplos protocolos de comunicagao,
incluindo OpenFlow [2] e NetConf [44], permitindo a comunicagdo com diferentes

tipos de dispositivos de rede; (ii) escalabilidade, permitindo lidar com grandes redes
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de forma eficiente; (i74) modularidade, permitindo que os desenvolvedores adicionem
novas funcionalidades ao controlador; e (iv) documentacao abrangente, facilitando

o aprendizado e uso da plataforma.

« ONOS: o controlador ONOS (Open Network Operating System) [45] é desenvolvido
em Java e possui como caracteristica a capacidade de operar em redes de grande
escala com foco em desempenho, escalabilidade, resiliéncia e segurancga. Esse con-
trolador possui uma arquitetura modular e distribuida, permitindo que multiplas
instancias do controlador trabalhem em conjunto para fornecer alta disponibilidade
e tolerancia a falhas. Ele oferece suporte a diversos protocolos de comunicagao,
como Openflow [2], NetConf [44] e P4ARuntime [46], para gerenciar e configurar di-
ferentes dispositivos de rede. Este ultimo é um protocolo de controle do plano de
dados que possibilita a comunicagao entre controladores SDN e dispositivos de redes
programéaveis que utilizam a linguagem de programacao P4 (descrita na proxima se-
¢ao). Além disso, o ONOS facilita a criagao de aplicagoes de rede ao oferecer APIs
bem definidas, que permitem o desenvolvimento de solucdes personalizadas para

diferentes cendrios de rede.

Por meio dos controladores SDN, os desenvolvedores e administradores de rede tém
acesso a um ambiente que possibilita programar e configurar toda a rede, ampliando a
gama de solugoes a serem implementadas. Contudo, a programacao da rede nao se limita
apenas ao plano de controle, ela pode ser expandida ao plano de dados. A secdo a seguir

aborda como isso pode ser realizado.

2.1.2 Plano de Dados Programavel

As redes SDN trouxeram recursos adicionais que alteram a maneira como os dados sao
encaminhados, proporcionando flexibilidade e programabilidade a rede. Diversos proto-
colos foram apresentados, sendo o mais disseminado o OpenFlow [2], que padroniza a
comunicag¢ao entre o controlador e os dispositivos de redes, como switches e roteadores.

O protocolo OpenFlow utiliza switches de fungao fixa do tipo ASICs (Application
Specific Integrated Clircuits), que admitem um conjunto pré-estabelecido de campos de
cabecalho e processam os pacotes usando um conjunto de agoes pré-estabelecidas, tor-
nando a adicao de novas funcionalidades um processo complexo e dependente de novas
atualizagoes do protocolo e dos fornecedores de hardware [1, 47].

Diante de tal limitacao, surgiu a necessidade de mudangas na maneira como os pacotes
sao processados, a fim de proporcionar flexibilidade a rede. A programacao da rede é,

entao, estendida aos dispositivos que compoem o plano de dados. Nesse cenario, surgiu
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a linguagem de processamento de pacotes denominada P4 (Programming Protocol Inde-
pendent Packet Processors), que especifica como os dispositivos do plano de dados, como
switches e roteadores, processam os pacotes de redes [1].

A linguagem P4 é baseada na arquitetura PISA (Protocol-Idenpendent Switch Archi-
tecture) [1], no qual os switches ndo precisam estar vinculados a nenhum protocolo de
rede especifico, como o OpenFlow [2]. Essa arquitetura possui duas operacoes bésicas:
configurar e preencher. A primeira determina quais protocolos serdo suportados e como
os switches podem processar os pacotes. A segunda adiciona ou remove entradas na ta-
bela de correspondéncia dos switches, estabelecendo as politicas aplicadas aos pacotes. A

Figura 2.2 mostra o modelo de encaminhamento dos switches programéveis.

MATCH
ACTION

ENTRADA
ANALISADOR

—
[ Tl
MATCH
ACTION

SAIDA

ENTRADA

Figura 2.2: Modelo de encaminhamento dos switches programaveis, adaptada de [1].

Os pacotes que ingressam no switch sao tratados pelo analisador, que, entao, extrai os
cabecalhos e, assim, define os protocolos que o dispositivo suporta, além do tratamento a
ser dado a eles. Os campos extraidos sao encaminhados para as tabelas de correspondéncia
do tipo (match+action), divididas em tabela de ingresso (entrada) e tabela de egresso
(saida). As tabelas de ingresso determinam as agoes a serem tomadas, por exemplo,
encaminhamento, replicacao, rejeicao, etc. Ja as tabelas de saidas realizam modificagoes
no cabecalho, se necessario, por exemplo, atribuir a uma fila, alterar a porta de saida, etc.
Entre as tabelas, temos o enfileiramento, que processa as especificagoes de saida, gera as
instancias necessarias do pacote e as envia ao pipeline de saida do dispositivo. Apds a
conclusao de todo o processamento pelo pipeline de saida, o pacote é transmitido.

A linguagem P4 permite o uso de estruturas para manter informagoes sobre deter-
minado pacote, como registradores e contadores. Além disso, possibilita que os pacotes
carreguem informagoes adicionais entre os estdgios do pipeline, por meio de metadados.
Estes, por sua vez, contém informacoes essenciais sobre o pacote de entrada, tais como
porta de entrada, porta de saida, timestamp, prioridade atribuida, fila de transmissao ou
outros dados importantes para o processamento do pacote.

Os principais componentes da linguagem P4 sao:

o Cabecalhos: descrevem a sequéncia e estrutura de uma série de campos de bits
definidos pelo desenvolvedor. Eles incluem especificagoes de largura, restrigoes de

tipos e valores.
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o Analisador: especifica como reconhecer os cabecalhos ou sequéncia de cabecalhos
validos no pacote. Para isso, assume-se que o dispositivo de destino consegue im-
plementar uma maquina de estado capaz de analisar o cabecalho de cada pacote do

inicio ao fim, extraindo seus diversos campos um por um.

o Tabelas: as tabelas sao do tipo match+action, que definem os mecanismos para
o processamento dos pacotes, associando agoes (actions) aos pacotes conforme a

correspondéncia (match) realizada pelo analisador.

o Acoes: definem um bloco de agoes primitivas usadas para realizar fungoes espe-
cificas, como copiar um campo para outro, definir um campo especifico em um

cabecalho para um valor, entre outras.

« Controle: estabelece o controle de fluxo das tabelas, sendo responsavel por espe-

cificar o caminho que o pacote deve seguir entre uma tabela e outra.

Os componentes citados acima definem um programa escrito na linguagem P4. Assim,
o analisador identifica os cabegalhos presentes em cada pacote que ingressa no dispositivo
de encaminhamento. Cada tabela de match+action realiza uma busca em um subconjunto
de campos de cabecalho e aplica as agOes correspondentes a primeira correspondéncia

encontrada na tabela.

2.1.3 Ferramentas de emulacgao e simulagao

Os mecanismos de emulagao e simulacao de ambientes SDN permitem testar solucoes de
rede, que posteriormente podem ser aplicadas no mundo real. Diversos fatores, como
a relagdo custo-beneficio, complexidade de gerenciamento e tempo, contribuem para a
utilizagdo desses mecanismos. Os principais mecanismos para o desenvolvimento de uma
rede SDN sao:

e NS-3: 0 NS-3 é um simulador de redes escrito em C++, desenvolvido para for-
necer uma plataforma de simulagdo voltada principalmente para pesquisa e uso
educacional [48]. Ele fornece modelos de funcionamento de redes e pacotes, além
de disponibilizar um mecanismo de simulacao para que os usuarios conduzam ex-
perimentos. As principais caracteristicas do simulador incluem a possibilidade de
integracao com bibliotecas externas e suporte a diferentes sistemas operacionais,

como Linux e Windows.

o EstiNet: o EstiNet é um simulador e emulador de redes SDN que utiliza uma me-

todologia de simulacao denominada kernel re-entering, permitindo o uso de contro-
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ladores reais [49]. A ferramenta combina as vantagens das abordagens de simulagao

e emulagao.

e Mininet: o Mininet é um emulador de rede desenvolvido por pesquisadores da
Universidade de Stanford [50], que permite criar uma rede virtual incluindo dife-
rentes topologias logicas, como estrela, barramento, anel, etc. A rede é composta
por hosts, switches, roteadores, controladores e enlaces, todos executados em uma
unica maquina através do kernel do Linux. Dessa forma, um host no Mininet se
comporta exatamente como uma maquina real, oferecendo uma interface de linha
de comando simples e intuitiva para criar e gerenciar a rede virtual de maneira facil
e eficiente. Uma das principais vantagens do Mininet é a capacidade de criar e tes-
tar redes complexas em um ambiente de laboratério controlado, permitindo que os
usuarios testem novos projetos de rede sem a necessidade de investir em hardware
fisico. A ferramenta é amplamente utilizada em ambientes académicos e de pes-
quisa, permitindo a utilizagdo de diferentes controladores de rede, como POX [40],
OpenDayLight [42], RYU [50] ¢ ONOS [45].

A utilizacao dessas ferramentas permite simular ambientes de redes complexos, inte-
ragir e personalizar protétipos de redes SDN, além de implementar solugoes de monitora-

mento, seguranca e gerenciamento de trafego, para integra-las com a rede fisica existente.

2.2 Ataques Distribuidos de Negacao de Servico -
DDoS

Uma das principais ameagas de seguranca em redes SDN sdo os ataques distribuidos de
negacao de servico, que exploram a separagao entre os planos (dados e controle) dessa ar-
quitetura de rede para comprometer a disponibilidade dos servigos oferecidos por ela [36].

Os ataques DDoS consistem em tentativas coordenadas para sobrecarregar um alvo e
causar a sua indisponibilidade por meio de multiplos dispositivos comprometidos, conhe-
cidos como bots ou zumbis, que podem ser utilizados, por exemplo, para gerar um volume
massivo de trafego malicioso para exaurir os recursos dos dispositivos de uma rede SDN,
como o controlador e o switch [51, 52]. Pois, nessa arquitetura de rede, o encaminha-
mento de pacotes é baseado na correspondéncia com as entradas da tabela de fluxo do
dispositivo de encaminhamento, presente no plano de dados [3]. Caso nao haja corres-
pondéncia na tabela de fluxo, o switch encapsula as informagoes do cabegalho do pacote
e as envia para o controlador (plano de controle), que devolve essa informagao solicitando

que seja adicionada uma nova entrada correspondente no switch, para que o pacote seja
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transmitido até o destino. Assim, os atacantes exploram esse modo de operacao dos dis-
positivos SDN para sobrecarrega-los com um grande volume de pacotes maliciosos, o que
resulta na criacdo de inimeras novas entradas na tabela de fluxo do switch, o que leva
a sobrecarga de memoria do dispositivo de encaminhamento e a exaustao da capacidade
de processamento do controlador, causando efeitos na infraestrutura SDN e nos sistemas
finais direcionados, tornando-os inacessiveis para usuarios legitimos.

Os ataques DDoS sao comumente associados as tentativas de sobrecarregar os recursos
da vitima por meio de um alto volume de trafego malicioso em um curto intervalo de
tempo [53]. No entanto, também existem ataques que exploram vulnerabilidades em
aplicagOes e protocolos para esgotar os recursos da vitima sem necessariamente gerar um
grande volume de dados [54]. Em funcao disso, a literatura costuma classificar os ataques
DDoS em dois grandes grupos, de acordo com sua forma de atuacao: ataques volumétricos

e ataques nao volumétricos (de baixo volume e baixa taxa) [55].

2.2.1 Ataques Volumétricos

Os ataques volumétricos sao caracterizados pelo envio de um grande volume de trafego,
visando sobrecarregar algum recurso da vitima, geralmente a banda disponivel ou sua
capacidade de processamento, impedindo que solicitagoes legitimas sejam atendidas [56].
Os ataques mais comuns dessa categoria incluem SYN-Flood [57], UDP-Flood [58], DNS-
Flood [59] e ICMP-Flood [58].

O ataque SYN-Flood aproveita o “three-way handshake”, que é a base para o estabele-
cimento de conexoes usando o protocolo TCP (Transmission Control Protocol), a fim de
esgotar os recursos da vitima [57]. Em um cendrio normal, o three-way handshake funci-
ona da seguinte maneira: o cliente solicita uma conexao enviando uma mensagem do tipo
SYN (Synchronize) ao servidor, que reconhece esta solicita¢do enviando uma mensagem
SYN-ACK (Synchronize-Acknowledgment) de volta ao cliente. O cliente, por sua vez,
responde com um ACK (Acknowledgment), e a conexao é estabelecida. O ataque consiste
no envio de intimeras solicitacoes de conexdes TCP, com enderecos de origem esptrios na
forma de segmentos SYN para o servidor. Consequentemente, o servidor aloca e inicializa
variaveis de conexao e buffers, respondendo com um SYN-ACK para um endereco falso
e aguarda a resposta ACK para estabelecer a conexao. Como o ACK nao é recebido, a
conexao permanece em estado semi-aberto (SYN-RECV) no servidor, ou seja, mantém-se
na fila de conexao TCP do servidor. Com varias dessas conexoes semi-abertas, o atacante
pode sobrecarregar todas as filas de conexao TCP disponiveis em uma maquina servidora
de destino, sobrecarregando o servidor, o que eventualmente o impede de responder a

solicitagoes de clientes TCP legitimos.
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O ataque UDP-Flood utiliza o protocolo UDP (User Datagram Protocol) para sobre-
carregar uma rede ou servidor de destino com um grande volume de pacotes UDP[58].
Esse protocolo nao requer o estabelecimento de uma conexao, ao contrario do TCP [60].
O atacante inunda o alvo com intimeros pacotes UDP, especificando portas aleatorias na
maquina de destino (vitima). Isso faz com que a vitima, ao receber esses pacotes, veri-
fique repetidamente os servigos escutando em cada porta especificada. Quando nenhum
servigo é encontrado, a vitima responde com um pacote ICMP (Internet Control Message
Protocol), utilizado para comunicar problemas na transmissao de dados, notificando o en-
derego de origem (atacante) de que a porta de destino é inacessivel (ICMP - Destination
Unreachable). Com o volume de pacotes UDP enviados para diferentes portas do alvo,
isso resulta no esgotamento de recursos por parte da vitima, que precisa responder todas
as solicitagoes recebidas.

O ataque DNS-Flood utiliza o protocolo DNS (Domain Name System), que fornece
servigo de resolucao de enderego para os usuarios da Internet, ou seja, mapeia nomes de
dominio (como “www.exemplo.com”) para os enderecos IP associados, permitindo que
os dispositivos se comuniquem com os servidores da rede [59, 61]. O objetivo do ataque
é sobrecarregar o servidor DNS-alvo com um volume excessivo de requisigoes (consultas
DNS), de modo que ele fique incapaz de atender as requisi¢oes de usudrios legitimos. Os
atacantes também podem utilizar técnicas como “reflexdo/amplificacao”, nas quais uma
consulta pequena feita pelo atacante resulta em uma resposta muito maior do servidor
DNS, aumentando assim o volume de trafego de forma exponencial [62]. Além disso,
o atacante pode falsificar enderecos IP de origem, fazendo com que as respostas sejam
enviadas a outros servidores ou dispositivos, dificultando a identificacao do atacante.

Por ultimo, temos o ataque ICMP-Flood, que utiliza o protocolo ICMP, responsa-
vel pelo envio de mensagens e informacoes de controle entre dispositivos em uma rede,
como mensagens de erro (Destination Unreachable e Time Exceeded for a Datagram) e
mensagens de controle (Echo Request e Echo Reply) [63]. O atacante explora o fato
de que protocolo ICMP ¢ unidirecional e nao exige autenticagdo para o envio remoto
de intimeros pacotes de solicitagdo do tipo Echo Request (ping) para a vitima, que, por
sua vez, responde com um pacote Fcho Reply para cada enderego IP solicitante. Como
a vitima tentara responder a todas as solicitagoes, isso consome sua largura de banda,

impossibilitando-a de atender aos pedidos de usuarios legitimos.

2.2.2 Ataques Nao Volumétricos

Os ataques nao volumétricos exploram os recursos tipicos dos protocolos de comunicacao
utilizados pela aplicacao, provocando a exaustao de alguns recursos da vitima por meio

de um baixo volume de trafego. O ataque Slow Read, por exemplo, explora o protocolo

17



TCP [54], enquanto os ataques Slowloris e Slow Body exploram as caracteristicas do
protocolo HTTP (HyperText Transfer Protocol) [54]. Esse tltimo protocolo é utilizado
para a comunicacao em redes de computadores, onde dois tipos de entidades, conhecidos
como cliente e servidor, interagem para realizar tarefas e trocar informagoes, fornecendo
uma maneira eficiente de enviar e receber dados de servidores usando operac¢des como
GET, POST e PUT [64].

O ataque Slow Read utiliza o protocolo TCP. Nesse tipo de ataque, o atacante realiza
uma conexao TCP completa. Porém, quando o servidor responde a solicitacao, o atacante
informa uma janela TCP menor para aceitar os dados da resposta e, assim, controlar os
fluxos. Isso faz com que o servidor envie os dados lentamente para o atacante, mantendo
a conexao aberta. O atacante, por sua vez, tende a diminuir o tamanho da janela TCP,
chegando proximo a zero, fazendo com que o servidor continue consumindo recursos para
manter a conexao ativa, tornando o servigo indisponivel para os demais usudrios [54].

O Slowloris é um ataque que atua na camada de aplicagdo do modelo OSI (Open
Systems Interconnection) para sobrecarregar um servidor web, tornando-o inacessivel para
usudrios legitimos [65]. Em vez de inundar o servidor com um grande volume de trafego,
como ocorre em ataques DDoS volumétricos, o Slowloris usa recursos de servidor com
solicitagoes HTTP que parecem mais lentas que o normal, mas que sao legitimas [65]. O
atacante inicia varias conexoes com o servidor alvo e, em cada conexao, o atacante envia
de tempos em tempos uma solicitacao HTTP parcial através do método GET, mantendo
as conexoes abertas sem concluir as solicitagoes. A vitima (servidor) pressupde que o
cliente estd em uma conexao lenta e, assim, mantém a conexao aberta, aguardando que
cada solicitacdo seja concluida. A medida que mais conexdes sio abertas e mantidas, o
servidor fica sobrecarregado com conexdes pendentes, esgotando seus recursos até atingir
o limite maximo em termos de conexoes simultaneas. Como resultado, o servidor se torna
incapaz de atender novas solicitagoes legitimas e fica inacessivel para usudrios legitimos.

Por fim, temos o ataque Slow Body caracterizado pelo envio de dados em campos de
formularios através do método POST do protocolo HTTP, no qual inclui um cabegalho
maior do que o seu tamanho real e envia lentamente para manter o servidor ocupado [54].
O atacante envia o corpo da mensagem em pequenos pedagos (bytes). O servidor recebe
cada fragmento e mantém a conexdo aberta enquanto aguarda o restante do corpo. A
medida que mais conexoes sao abertas e mantidas com o mesmo padrao de envio de corpo

em pequenas partes, o servidor fica sobrecarregado com conexoes pendentes.
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2.3 Meétodos de deteccao de ataques DDoS

Os métodos utilizados para detectar os ataques DDoS (volumétricos e ndo volumétricos),
possibilitam uma agao mais agil na identificacao de atividades maliciosas que podem
comprometer a disponibilidade dos servigos oferecidos pela rede.

A literatura dispoe de diferentes maneiras de classificar os métodos de deteccao de ata-
ques DDoS. Segundo Lee et al. [66], a classificagao pode ser baseada no volume de trafego,
no qual ¢ analisada a estrutura do trafego para tentar encontrar anomalias conforme os
niveis de desvio do volume de trafego normal. Enquanto, Kaur et al. [10] categoriza os mé-
todos de deteccao com base na técnica utilizada pelas solugoes de segurancga para analisar
o comportamento do trafego, classificando-os em trés grupos: estatistica, intermediacao
e aprendizagem de méaquina.

A classificacao proposta por Kaur et al. [10] nos permite entender de forma mais clara
como as diferentes técnicas (métodos) podem ser aplicadas para detectar os mais diversos
tipos de ataques DDoS em uma rede. Dessa forma, as técnicas de deteccao de ataques
DDoS apresentadas a seguir estao organizadas conforme essa classificacao.

As técnicas estatisticas realizam a analise de diversas propriedades do trafego entre a
fase normal e a fase de ataque e, em seguida, essas propriedades sao utilizadas para criar
um modelo de referéncia do trafego normal para identificar possiveis desvios comporta-
mentais que caracterizem um ataque DDoS na rede [10]. Técnicas como Qui-quadrado,
Entropia e ¢-Entropia sdo comumente utilizadas para detectar anomalias de trafego de
redes [67]:

¢ Qui-quadrado: o qui-quadrado [56] ou x?, constitui uma medida que retrata a
diferencga entre duas distribuicoes consecutivas. O principio basico deste método é
comparar proporgoes, ou seja, as possiveis divergéncias entre as frequéncias obser-

vadas e esperadas para um certo evento. A equacao é definida como:

n 2
=yl 2.)
i=1 i
onde n é o nimero total de observagoes, o; é a frequéncia observada para cada classe
e e; € a frequéncia esperada para aquela classe. Quando as frequéncias observadas
sao muito proximas das esperadas, o valor do qui-quadrado é pequeno, ou seja, existe
uma alta correlagao entre os conjuntos observados. Mas, quando as divergéncias sao
grandes, o valor do qui-quadrado assume valores altos, isso significa que nao ha um

relacionamento entre o conjunto de dados observado.
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« Entropia: a entropia de Shannon [68] mede a probabilidade de um evento acontecer
com relagao ao nimero total de eventos, por meio dela é possivel descrever o grau

de dispersao ou concentracao de uma distribuicdo. A equagao é definida como:

H= —Zpi log, s, (2.2)

i=1
onde n é o nimero de diferentes ocorréncias no espaco amostral sob analise e p;
a probabilidade associada a cada ocorréncia ¢, ou seja, a frequéncia de ocorréncia
de cada item tnico dividido pelo ntimero total de itens. O resultado deste calculo
varia entre 0 e log, V. O valor minimo indica concentracao maxima na distribuicao
medida, ou seja, um tUnico valor ¢ ocorreu durante todo o intervalo de observagao.
O valor maximo indica dispersao total na distribuicdo medida, ou seja, uma distri-
bui¢ao uniforme para todas as ocorréncias dentro do intervalo de observacao [68].
Em suma, quanto maior a aleatoriedade, maior a entropia e vice-versa. Apesar de
retornar um valor negativo, esse valor é comumente transformado em valor positivo

para retratar o grau de dispersdo ou concentragao da informacao.

« ¢-Entropia: a ¢-Entropia [69] ¢ uma medida com base na entropia de Shannon [68],
que permite ajustar a sensibilidade da medicao da frequéncia de eventos e a taxa de

convergéncia por parte da entropia. A equacao é definida como:

Hy(X) = ——— (3 prsinh(6 log, o). (23)

~ sinh(¢) ‘&

onde p; representa a probabilidade de ocorréncia do evento X; o parametro ¢ é
usado para ajustar a sensibilidade da medicao da frequéncia de eventos, ¢ > 0,
que satisfaz algumas propriedades como: simetria, normalidade e monotonicidade
(variagdo ou comportamento consistente de uma fungao em relagdo a mudanca de
seus parametros). Este dltimo, sustenta que quando ¢ > 0, Hy(X) é monotonica-
mente crescente em relacao ao parametro ¢, mas estritamente falando, o aumento

e diminui¢ao de ¢ esta relacionado a p;.

As técnicas de intermediacdo envolvem a introducao de métodos e mecanismos que
operam como intermediarios na rede, proporcionando uma camada adicional de seguranca
entre a origem e o destino para monitorar o trafego, inspecionar, filtrar pacotes e tomar
medidas mais restritivas. Mecanismos como sistema de detecgao de intrusao (do inglés,

Intrusion Detection System - IDS) e prozies sdo comumente utilizados [70].

o IDS: o IDS é um mecanismo de seguranca utilizado para detectar atividades mali-

ciosas, mediante a analise de pacotes de redes, arquivos de registros (logs) e outras
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fontes [71]. Dessa forma, ele busca identificar padroes e assinaturas de ameagas co-
nhecidas, bem como comportamentos anormais que possam indicar um novo ataque.
Ao detectar uma atividade maliciosa, ele gera alerta para que os administradores de
rede possam tomar medidas adequadas para mitigar a ameaga. Os IDS podem ser
classificados em dois tipos: IDS baseados em redes (do inglés, Network Intrusion
Detection System - NIDS) que monitoram o trafego de rede, e IDS baseados em
hosts (do inglés, Host Intrusion Detection System - HIDS) que analisam atividades

em hosts ou sistemas individuais [72].

e Proxy: o prory é um mecanismo que atua como um intermediario entre um cli-
ente (host) e um servidor, por exemplo, servidor web, permitindo que o cliente faga
solicitagoes ao servidor indiretamente [73]. Desta forma, o cliente conecta-se ao
servidor, solicitando algum servigo, pagina ou outro recurso disponivel através do
servigo de prory. O mecanismo, por sua vez, recebe essa solicitagdo e examina para
determinar qual agdo deve ser tomada, como o encaminhamento ao destino ou blo-
queio da requisicdo. O proxy possui diversas formas de implementagdo e operagao,
sendo elas: web prozy (cache), prozy reverso e prozy transparente [74]. O primeiro
realiza o armazenamento de paginas ou arquivos de fontes externas, por exemplo, a
Internet, possibilitando com que usuarios internos tenham um acesso mais rapido e
confiavel aos contetdos por eles requisitados, através do armazenamento em cache
dos recursos (paginas ou arquivos). O segundo intercepta as requisi¢oes dos usudrios
internos com destino a uma fonte externa, promovendo beneficios como seguranca
e balanceamento de carga. Por ultimo, o prory transparente é aquele no qual nao
é necessario fazer configuragoes adicionais nos usuarios para o seu funcionamento.
Desta forma, ele intercepta de maneira automatica as solicitagoes do usuario, sem

que o mesmo esteja ciente disso [74].

Por tultimo, temos as técnicas de aprendizagem de maquina que permitem detectar os
ataques DDoS em uma rede por meio de algoritmos capazes de compreender o comporta-
mento do trafego de rede com base em dados historicos em larga escala. Esses algoritmos
podem ser categorizados em aprendizagem supervisionado, nao-supervisionado e por re-
forgo [75, 76]. Restringimos nossa atengdo as técnicas de aprendizagem supervisionado
devido a sua ampla utilizacgao e facilidade, nas quais os algoritmos sao treinados com dados
de entrada rotulados para uma saida especifica, por exemplo, legitimo ou malicioso [76].
Assim, eles realizam o processo de treinamento até que possam detectar os padroes e
relacionamentos proximos entre os dados de entrada e os rotulos de saida, permitindo

que eles produzam resultados precisos quando apresentados a dados nunca vistos. Dentre

21



os algoritmos pertencentes a esta classe, temos o KNN (do inglés, K-Nearest Neighbors),
SVM (do inglés, Support Vector Machine) e RF (do inglés, Random Forest):

« KNN: o KNN ¢ um algoritmo de classificacao que se baseia na proximidade dos
seus vizinhos [77]. A ideia deste algoritmo é encontrar os k-vizinhos mais proximos,
com base na distancia entre os pontos presentes no espago dimensional. Para de-
terminar a classe de um elemento que nao pertenga ao conjunto de treinamento, o
KNN procura k elementos do conjunto de treinamento que estejam mais proximos
deste elemento desconhecido, ou seja, aquele que tenha a menor distancia. Estes
k elementos sdo chamados de k-vizinhos e a classe mais frequente serd atribuida a
classe do elemento desconhecido. A medida de distancia para encontrar os vizinhos

mais proximos sao definidas em termos da distdncia Euclidiana, dada pela seguinte

d(x,u) = iL (x; — ui)z, (2.4)

onde d é a distdncia entre as instancias x (1, g, ..., T,) € U (U1, Uz, ..., Uy, ) SAO OS PON-

equacao:

tos, para um espago n-dimensional. O objetivo é encontrar k£ amostras no conjunto
de treinamento cuja variavel x é relacionada a novas amostras em u, considerando

a distancia entre os dois pontos.

A complexidade computacional do método de pesquisa pelos vizinhos mais proximo
¢é proporcional ao tamanho do conjunto de dados de treinamento para cada amostra
de teste, onde temos O(nd), em que n é um nimero de amostras e d é um nimero

de dimensoes. Solucdes mais elaboradas, como as arvores-KD permitem calcular em

tempo O(dnlogn) [78].

e SVM: 0 SVM é um algoritmo que busca encontrar um hiperplano que melhor separe
os dados de cada classe e cuja margem de separagao seja maxima [79, 80]. O SVM
funciona plotando as observagoes como pontos em um espago N-dimensional (onde
N é o nimero de recursos) e gerando um hiperplano que maximiza a margem entre as
classes. Este limite é entao usado para categorizar novas observacoes. Ele desenvolve
um modelo que prevé se uma nova amostra se enquadra em uma categoria ou nao.
Considere o seguinte conjunto de dados de treinamento S = {(z;, ¥;), ..., (Tn,Yn)},
para gerar um classificador particular f(z), onde x; representa o vetor de entrada e
y; a classe padrao de z;. A partir das entradas, o SVM desenha um hiperplano que

melhor separa os dados em classes diferentes. O hiperplano ¢é definido como:

fl)=(w-2)+b=0, (2.5)



onde w - x é o produto escalar entre os vetores w e x e b é o termo independente.
Com isso, o hiperplano divide o espago em duas regides: +1se w-xz+b > 0 ou —1 se
w-x+b < 0, permitindo a separacao entre as classes. Para se obter a maximizagao

da margem, deve-se minimizar a norma de w através da seguinte equacao:

1
Minimizar§|]wH2. (2.6)

O SVM pode ser usado em problemas de classificagdo ou regressao [81]. Para en-
contrar o hiperplano que melhor separa os dados, este algoritmo possui uma com-

plexidade em tempo O(n?), onde n é o niimero de amostras [82].

« Random Forest: o Random Forest é um algoritmo que consiste em uma colecao
de classificadores estruturados em arvore de decisao {h(X,vg), k,1...}, onde vy, sdo
vetores aleatérios, distribuidos igualmente em todas as arvores da floresta [83]. O
processo de classificagdo consiste em avaliar um conjunto de entradas de dados
contendo N elementos e indicar a qual classe a entrada esta associada. Esse processo
é realizado percorrendo os nés da arvore até que uma folha seja encontrada. A classe
a qual a folha escolhida esta associada é indicada como saida da previsao desta
arvore. Tal processo é executado em todas as arvores da floresta, e o procedimento
de escolha é definido por maioria de votos, ou seja, a classe que for indicada pela

maioria das arvores sera escolhida como resultado indicado pelo classificador.

Para construir as arvores aleatérias, este algoritmo possui uma complexidade em
tempo de O(mknlogn), onde m é o nimero de arvores aleatérias, n é o nimero
de amostras e k < m é o numero de variaveis sorteadas aleatoriamente em cada
né6 [84].

Os métodos de deteccao apresentados ajudam a identificar diferentes tipos de ataques
DDoS em uma rede SDN e, assim, fornecem uma visao critica do que esta acontecendo.
No entanto, é importante destacar que a deteccao nao impede que os ataques ocorram.
Logo, ¢é necessario conhecer e implementar as estratégias para mitigar os impactos desses

ataques na rede.

2.4 Meétodos de mitigacao de ataques DDoS

Os métodos de mitigacao de ataques compreendem um conjunto de estratégias para redu-
zir os impactos causados pelos ataques DDoS (volumétricos e ndo volumétricos) na rede,

garantindo a disponibilidade dos servigos oferecidos pela rede.
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Existem diversas estratégias na literatura para categorizar os métodos de mitigacao
empregados pelas solugoes de seguranga. Bawany et al. [85], classificam os métodos de
mitigagdo em quatro tipos com base na forma de atuacao dos sistemas de prevencao de
intrusao desenvolvidos (do inglés, Intrusion Prevention System - IPS), cujo objetivo é
identificar e bloquear o trafego de rede malicioso: (i) descarte de pacotes maliciosos; (i)
bloqueio de portas e/ou endereco IP; (iii) redirecionamento de trafego; e (iv) controle
de largura de banda. J& Imran et al. [19], apresentam uma classificagdo similar, porém
agrupam a acao de descarte e o bloqueio de pacotes em uma tnica categoria denominada
(7) bloqueio; englobam as acoes de redirecionamento de trafego e controle de largura de
banda na categoria (i) controle (atraso); e adicionam uma nova categoria chamada de
(7ii) gerenciamento de recursos.

A classificagao proposta por Imran et al. [19] apresenta uma abordagem mais integrada,
simplificando o nimero de categorias e enfatizando a eficicia na combinacao de agoes
para reduzir os impactos causados pelos ataques DDoS. Assim, as técnicas de mitigacao

descritas a seguir estao organizadas conforme essa classificagao:

» Bloqueio: a técnica de bloqueio consiste em bloquear os enderecos IP e/ou portas
utilizadas pelos atacantes e permitir apenas enderecos IP legitimos. Desta maneira,
¢ realizada uma analise das regras definidas pelo mecanismo de prevengao, por
exemplo, IPS; em que o trafego de rede em conformidade (legitimo) é encaminhado
e o trafego considerado malicioso é descartado de forma imediata. KEssa técnica
proporciona um alivio instantdneo aos recursos de rede e requer um alto grau de
certeza na classificacdo das fontes de ataque, ja que uma classificacdo incorreta
pode resultar em interrupgoes no servico para enderecos legitimos, impactando a
continuidade dos servigos e comprometendo a sua qualidade e a confiabilidade da

rede.

« Controle (atraso): a técnica de controle (atraso) baseia-se na agao de redirecionar
o trafego malicioso para um dispositivo especial na rede projetado para inspegao ou
atrasar esse trafego de forma intencional, atribuindo-lhe uma baixa prioridade ou
valor de confianca. Ao redirecionar esse trafego para o dispositivo de inspecao,
possibilita-se que o trafego seja analisado em um ambiente controlado, o que nao
causa impacto na rede, ajudando a identificar novas ameagas e a formular novas
estratégias de mitigacdo. Ao atrasar de forma proposital o trafego malicioso, busca-
se limitar a taxa de transmissao de pacotes do atacante, a fim de conter o impacto
que o ataque DDoS pode causar a rede, priorizando os pacotes de enderecos que
possuem um alto valor de confianga ou prioridade (legitimos). Essa técnica oferece

a vantagem de nao bloquear diretamente o trafego, o que pode ser util em cenarios
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onde ¢ dificil distinguir entre trafego legitimo e malicioso devido a complexidade do

ataque.

o Gerenciamento de Recursos: a técnica de gerenciamento de recursos envolve o
uso de recursos adicionais presentes na infraestrutura de rede, como analisadores de
trafego, mecanismos de deteccao e prevencao para combater o trafego malicioso. No
qual sao combinados, configurados e otimizados para garantir a eficacia do controle
e da seguranca da rede. Isso inclui a integracao de dispositivos, como firewalls,
IPS, IDS e outras abordagens de seguranga para promover uma agao de mitigacao
mais eficaz por parte do mecanismo de seguranca desenvolvido. Essa técnica requer
uma analise cuidadosa para garantir a eficiéncia da alocagdo de recursos, pois ela
pode apresentar uma complexidade e custo adicionais associados a integracao e a
manuten¢ao de multiplos dispositivos de seguranca. Além disso, a integracao de
inimeros dispositivos pode aumentar o risco de falhas de comunicacao entre eles,

criando pontos de vulnerabilidade na rede.

Os métodos de mitigacao apresentados podem promover um ambiente SDN mais se-
guro, pois possibilitam uma resposta ativa no combate aos ataques DDoS, minimizando

o impacto desses ataques nessa arquitetura de rede.

2.5 Consideracoes Finais

Neste capitulo, foram abordados os principais conceitos relacionados a redes SDN, bem
como os principais ataques DDoS que podem comprometer a disponibilidade dos servicos
oferecidos por essa arquitetura de rede, como os ataques volumétricos e nao volumétri-
cos. Também foram explorados os métodos de deteccao, como os métodos estatisticos
e os baseados em aprendizagem de maquina, que permitem analisar o comportamento
do tréfego e identificar padroes suspeitos associados a ataques, assim como, os métodos
de mitigacao que incluem acoes de bloqueio e de controle, que possibilitam reduzir os
impactos causados por esses ataques. A secdo a seguir apresenta uma revisao do estado

da arte, com trabalhos relacionados a seguranca em redes SDN.
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Capitulo 3

Revisao do Estado da Arte

Este capitulo apresenta uma revisao do estado da arte acerca de trabalhos relacionados
a seguranca em redes SDN, com énfase aos ataques DDoS volumétricos, que possuem
a capacidade de afetar pontos criticos dessa arquitetura de rede em curto intervalo de
tempo. Na secao 3.1 sao apresentadas as solugoes de seguranca organizadas conforme a
sua técnica de deteccao para identificar esses ataques DDoS. A secdo 3.2 apresenta uma

discussao sobre as solugoes estudadas.

3.1 Classificacao das solucgoes de seguranca em redes
SDN

A selecao das solugoes apresentadas a seguir concentrou-se na busca por artigos que
abordaram diferentes mecanismos de defesa (deteccdo e mitigacdo) contra os ataques
DDoS volumétricos, publicados nas principais conferéncias de redes de computadores,
disponiveis na IEEE (Institute of Electrical and Electronics Engineers) Xplore [86] e ACM
(Association for Computing Machinery) Digital Library [87] nos tltimos 10 anos.

As solugoes foram classificadas segundo a proposta elaborada por Kaur et al. [10], que
categoriza as solugoes com base na técnica utilizada para analisar o comportamento do
trafego e, assim, detectar qualquer comportamento suspeito. Essa classificacao é organi-
zada em trés grupos: (i) estatistica; (i) intermediagao; e (iii) aprendizagem de méaquina.
A deteccao baseada na técnica estatistica baseia-se na premissa de que o trafego normal
segue padroes estatisticos previsiveis, e qualquer desvio significativo desses padroes pode
indicar um ataque em andamento. A intermediagao envolve a introducao e a configuragao
de dispositivos intermediarios na rede, como sistemas de detec¢ao de intrusoes (IDS) ou
proxies, que atuam como uma camada adicional de seguranca, para monitorar o trafego

de rede, inspecionar e filtrar pacotes maliciosos. Por fim, a aprendizagem de maquina
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envolve o treinamento de algoritmos capazes entender o comportamento do trafego de
rede, aprendido a partir de dados historicos, para identificar padroes e comportamentos
que se correlacionam com ataques DDoS.

A escolha da classificagdo proposta por Kaur et al. [10] para o presente trabalho,
nos permite observar a maneira como as solucoes de seguranca presentes na literatura
analisam o comportamento do trafego para identificar padroes associados aos ataques
DDoS volumétricos e realizar as medidas necessarias para reduzir os impactos causados
por esses ataques. As subsecoes a seguir apresentam as solugoes estudadas, categorizadas

segundo essa abordagem.

3.1.1 Estatisticas

As solugbes que empregam as técnicas estatisticas, partem do principio de que o trafego
normal segue padroes estatisticos previsiveis e que qualquer desvio consideravel desses
padrées pode indicar a ocorréncia de um ataque a rede [10]. Essa abordagem pode ser
eficaz para identificar mudancas abruptas no trafego, como as que ocorrem durante um
ataque DDoS volumétrico, com base em uma comparacao com o comportamento normal
esperado.

Kumar et al. [21] propuseram uma solu¢ao que atua no plano de controle denominada
Safety para detectar e mitigar o ataque DDoS SYN-Flood, por meio da entropia para
determinar a aleatoriedade dos dados de fluxos. A anélise é baseada no endereco IP de
destino dos pacotes para detectar anomalias e identificar a origem do ataque. A mitigagao
envolve descobrir a fonte maliciosa mediante analise do volume de pacotes suspeitos e
bloquea-la na porta de origem do switch. Embora a solugao apresente bons resultados,
realizar o bloqueio de portas do switch pode penalizar todos os fluxos legitimos vinculados
a essa porta, dependendo da infraestrutura de rede utilizada.

Os autores em [88] propuseram uma solugdo que atua no plano de dados para a detec-
¢ao de ataques DDoS, mediante aplicacao da entropia. A solucao calcula as entropias dos
enderecos IPs de origem e destino dos pacotes que chegam ao switch. Esses pacotes sao
agrupados em fluxos de entrada, denominadas janelas de observagao. Ao completar cada
janela, a solugdo define os valores de entropia para os enderegos IPs (origem e destino),
visando produzir um modelo de trafego legitimo. Em seguida, sao calculados os limiares
de deteccao com base no modelo produzido, emitindo um alarme de ataque quando as
ultimas estimativas de entropia excedem os limiares de deteccao. Dadas as restrigoes do
conjunto primitivo de operagoes fornecidos pela linguagem P4 para o desenvolvimento da
solugdo, como a dificuldade de implementar multiplicacdo e divisao [1], os autores tive-
ram que empregar eshocos de contagem personalizados para aproximar as frequéncias de

diferentes enderecos IP para definir os valores de entropia, tornando dificil a adaptacao as
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caracteristicas dindmicas de um ambiente real. Por fim, a solu¢ao nao realiza o processo
de mitigacdo, emitindo apenas um alarme quando um ataque DDoS ¢ iniciado na rede.

Kuerban et al. [24] propuseram uma solu¢ao chamada FlowSec, que atua no plano de
controle e gerencia a largura de banda para reduzir (limitar) o nimero de pacotes enviados
ao controlador durante um ataque DDoS. A solugdo coleta as estatisticas de fluxos dos
dispositivos presentes no plano de dados e calcula dinamicamente a largura de banda para
com o controlador, definindo um limiar. Quando esse limiar é excedido, o controlador
instrui o switch a reduzir o nimero de fluxos enviados por porta para o plano de controle.
Em seus experimentos, os autores conseguiram reduzir o volume de pacotes maliciosos
encaminhados para o controlador em cerca de 75%. Isso reduz o impacto dos ataques
DDoS na rede, mas também pode afetar o trafego normal, ja que clientes vinculados
a uma porta suspeita que teve a largura de banda reduzida serao prejudicados, pois a
solucao nao distingue com precisao o tipo de fluxo a ser atrasado.

Similar a solu¢do desenvolvida por Kumar et al. [21], os autores em [89] propuseram
uma abordagem estatistica que analisa um conjunto de dados para a detec¢ao e mitigacao
de diferentes ataques DDoS no plano de controle. A solugao utiliza a entropia para
detectar desvios no padrao do trafego de rede e, assim, identificar o trafego malicioso. O
calculo da entropia é realizado com base na anélise do endereco IP de origem, flags TCP,
numero de pacotes e solicitagoes por segundo. Se o valor da entropia para cada janela
de observacao for menor que o limiar predefinido para trés janelas consecutivas, a janela
em questao serd considerada suspeita. A estratégia de mitigacao, consiste em realizar o
bloqueio do endereco IP de forma permanente que esta abaixo do limiar de detecgao, para
que ele nao possa enviar solicitagoes adicionais ao alvo do ataque. Isso reduz o impacto
dos ataques DDoS, no entanto, também pode afetar os clientes legitimos, tendo em vista
que a estratégia de deteccao de ataques pode gerar inimeros alarmes falsos, provocando
um bloqueio de forma generalizada.

Li et al. [90] propuseram uma solu¢ao que atua no plano de controle para a detecgao
de ataques DDoS utilizando a ¢-Entropia, que permite ajustar os parametros conforme as
condigoes da rede para facilitar o processo de descoberta do trafego malicioso. A solugao
por meio do controlador extrai o endereco IP de destino de cada pacote e contabiliza o
numero de ocorréncias de cada endereco na janela de observacao, na qual a ¢-Entropia é
calculada para todos os pacotes presentes na janela. Se o valor calculado da ¢-Entropia
para a janela for menor que o limiar predefinido para cinco janelas consecutivas, isso indica
a presenca de um ataque DDoS. Embora a solugao apresente bons resultados quando
comparada ao uso da entropia de Shannon [68], a atuac¢ao exclusiva no plano de controle,
pode ocasionar um aumento consideravel nas interacoes frequentes com o plano de dados

para coletar, processar e definir os valores de ¢-Entropia, provocando tempos mais longos
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para detectar um ataque DDoS. Além disso, a solucao nao realiza o processo de mitigacao.

Procurando integrar os dois planos de trabalho de uma rede SDN (dados e controle),
Yu et al. [17] propuseram uma solugao colaborativa para a deteccao de ataques DDoS, os
autores projetaram um mecanismo de deteccao preliminar no plano de dados, baseado no
método estatistico entropia, para monitorar o trafego de rede e reportar ao controlador
caso alguma anormalidade seja encontrada. Desta maneira, o controlador recebe um alerta
com base na deteccao preliminar dos dispositivos de encaminhamento e, em seguida, inicia
o seu segundo mecanismo de detec¢ao para distinguir a anomalia com mais precisao através
da coleta de fluxos, extragao de recursos dos fluxos (nimero de pacotes, nimero da porta,
IP de origem, etc.) e a aplicagdo do algoritmo de aprendizagem de maquina Random
Forest. No entanto, a solugao pode sobrecarregar o canal de comunicacao entre os planos
(dados e controle) com o envio de inimeros fluxos para uma andlise mais refinada por
parte do dispositivo central, provocando um aumento no tempo de deteccao para que o
controlador possa confirmar cada suspeita produzida no plano de dados. Além disso, a
solugao nao realiza o processo de mitigagao.

Buscando estabelecer uma relacao de confiabilidade conforme o comportamento dos
clientes na rede, visando realizar um bloqueio de maneira seletiva no combate aos ataques
DDoS, os autores em [23], propuseram uma abordagem no plano de controle baseada
na confianga para detectar e isolar os ataques DDoS. A solucao primeiro estabelece um
limiar de confianca com base na média de pacotes transmitidos na rede em direcao ao
controlador em um ambiente normal, ou seja, aquele em que nao ha presenca de fluxos
maliciosos. O valor de confianca de cada cliente é calculado a partir do niimero de pacotes
trafegados por ele durante um determinado periodo. Aquele que estiver abaixo do limiar
de confianga é declarado como malicioso, ou seja, o seu numero de pacotes transmitidos
estd acima do padrao definido como normal pela solugdo, consumindo mais recursos do
que o habitual. Desta forma, o controlador inicia o processo de isolamento deste cliente,
alertando os switches via mensagens de controle. Ao tomarem conhecimento, eles iniciam
o processo de interromper imediatamente a comunicagdo com o cliente declarado como
malicioso, proporcionando um alivio rapido aos recursos de rede. A solucdo adota uma
linha promissora, no entanto, atua de forma exclusiva no plano de controle, o que pode
ocasionar um aumento consideravel nas interacoes frequentes com o plano de dados para
coletar, processar e definir os valores de confianga, provocando tempos mais longos para
detectar qualquer mudanca no comportamento do trafego.

Os autores em [91] propuseram uma solugao chamada AEGIS, que atua no plano
de controle para detectar e mitigar o ataque DDoS SYN-Flood. A solugdo, por meio
de métricas como contagem de mensagens do tipo Packet-In nao atendidas, o consumo

de CPU, memoria disponivel e a diferenca entre SYN e SYN-ACK, realiza a medicao
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do desempenho do controlador. Assim, se ele estiver com um desempenho muito baixo,
ha indicios de um possivel ataque SYN-Flood. A mitigacao é realizada por meio de um
processo de andlise das estatisticas de cada regra de fluxo, criando uma tabela de mitigagao
para a contagem do endereco MAC e IP. O controlador define regras para o descarte para
o endereco MAC que possui uma contagem de IP maior que o estabelecido na tabela de
mitigacao. No entanto, a solu¢do nao informa a taxa de atualizacdo para a tabela de
mitigagdo para a inclusao e retirada de enderecgos suspeitos, desta forma se um endereco
legitimo for classificado como ataque, permanecera bloqueado de forma definitiva.
Similar as solugdes desenvolvidas por Kumar et al. [21] e Sumantra et al. [89], os
autores em [92] fizeram uso da entropia para detectar os ataques DDoS no plano de
controle. A solucao utiliza a entropia para detectar qualquer desvio no padrao do trafego,
mediante andlise de trés diferentes limiares adaptativos de detecgdo: taxa de fluxo de
pacotes, valor de entropia e contador. Primeiramente, a taxa de fluxos de pacotes é
comparada com o seu respectivo limiar no plano de dados. Apods exceder esse limiar, o
controlador coleta as estatisticas da tabela de fluxo dos switches para calcular a entropia
dos enderegos IP de origem e destino. Se o valor da entropia for menor que o seu limiar
em questdo, ha um forte indicio de ataque, desta forma um contador é inicializado e
incrementado. Caso, exceda o limiar do contador, uma mensagem de alerta de ataque
é gerada. A etapa de mitigacao consiste em coletar as informacoes relacionadas a porta
dos switches e o endereco IP de origem. Assim, a solucdo consegue rastrear o respectivo
endereco e bloquear a porta em questao que estd acima dos limiares, na qual a solucao
descarta todas as solicitagoes subsequentes daquele endereco IP e também remove todas
as regras de fluxos da tabela do switch. Embora a solu¢ao apresente uma estratégia com
limiares adaptativos em trés niveis, realizar o bloqueio de portas do switch pode penalizar
todos os fluxos legitimos vinculados a essa porta, dependendo da infraestrutura da rede.
Semelhante ao trabalho desenvolvido por Saini et al. [23], os autores em [22] propuse-
ram uma solugao no plano de controle para determinar um limiar que diferencie requisi¢oes
legitimas e maliciosas, visando realizar um bloqueio de maneira seletiva no combate aos
ataques DDoS. Os autores desenvolveram um algoritmo estatistico que atribui um valor
de confianga e um limiar adaptativo aos clientes da rede, segundo o comportamento de
cada cliente. A solucao primeiro realiza a extracao de alguns campos de cabecalhos dos
pacotes, como tamanho, IP de origem e destino e porta. Esses campos sao comparados
com limiares predefinidos (estabelecidos em um ambiente sem a presenga do trafego mali-
cioso) para cada campo, que resultardo em acréscimo ou desconto para os seus respectivos
contadores. As informagoes obtidas dos campos de cabecalhos sao utilizadas para calcu-
lar o valor de confianca e o limiar do cliente. Assim, em caso de ataque, os contadores

dos campos de cabecalho tendem a aumentar, provocando um impacto negativo no valor
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de confianca do cliente, até que ultrapasse o limiar estabelecido pelo controlador, sendo
caracterizado como malicioso. Para reduzir os impactos dos ataques, a solucao entao
adiciona o enderego IP do cliente em uma lista de suspensao, para que os pacotes subse-
quentes deste endereco sejam descartados de forma imediata. Contudo, a centralizacao
de todo o processo (detecgao e mitigacao) no plano de controle para gerenciar os niveis
de confiabilidades dos clientes e seus respectivos limiares podem provocar um aumento
no volume de mensagens de controle encaminhadas ao controlador, aumentando o tempo
para a deteccao e tomada de agdes por parte da estratégia de mitigacao.

Dawod et al. [93] propuseram uma solu¢ao que atua no plano de controle para redu-
zir os impactos do ataque DDoS SYN-Flood. A solucao utiliza a ferramenta de andlise
estatistica chamada Paessler Router Traffic Grapher (PRTG) Enterprise Monitor, que
monitora o protocolo SNMP (Simple Network Management Protocol), oferecendo infor-
magcoes detalhadas sobre o fluxo de dados, a largura de banda, a laténcia e outros aspectos
relacionados ao desempenho da rede. Desta forma, a detecgao é realizada com base no
comportamento anormal do trafego malicioso (sobrecarga repentina da largura de banda),
que apos ser detectado sao gerados alarmes para o controlador, que realiza o processo de
extracao do enderego IP do invasor e o bloqueio do respectivo trafego por meio de regras
de descarte de pacotes enviadas aos switches, para reduzir os impactos do ataque. A uti-
lizacao de uma ferramenta adicional provoca ainda mais atrasos para detectar qualquer
mudanga no comportamento do trafego, tendo em vista a atuacao da solugdo no plano
de controle. Além disso, ela nao aplica nenhum método para diferenciar os enderecos
recorrentes e legitimos de outros enderecos, assim ela pode acabar penalizando enderecos
legitimos.

Os autores em [94] propuseram uma solugao que atua no plano de controle para reduzir
os impactos causados pelo ataque DDoS SYN-Flood. A solu¢ao proposta utiliza o qui-
quadrado para identificar discrepancias no trafego de rede que possam indicar a presenca
de trafego malicioso, por meio da andlise dos seguintes recursos: endereco MAC e as
flags TCP (SYN, SYN-ACK e ACK). Esses recursos sao utilizados pelo controlador para
construir uma lista com o nimero de conexoes semiabertas por cada host na rede em um
determinado periodo. Com base nesses dados, o valor do qui-quadrado é calculado para
o host, permitindo detectar padroes associados a atividade maliciosa, ou seja, quando o
valor do qui-quadrado esta abaixo do limiar estabelecido. Para mitigar os impactos do
ataque, a solucdo realiza o bloqueio do endereco MAC do atacante identificado e realiza o
descarte dos pacotes subsequentes relacionados a esse endereco. Contudo, a centralizacao
de todo o processo (detecg¢ao e mitigagao) no plano de controle pode provocar um aumento
no volume de mensagens de controle encaminhadas ao controlador, aumentando o tempo

para a deteccao e a execugao das acoes de mitigagao da solugao proposta.
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Por fim, Gonzélez et al. [18] propuseram um mecanismo chamado Bungee-ML para
combater os ataques DDoS que combina o processamento rapido do plano de dados e a
alta capacidade e inteligéncia do plano de controle, semelhante ao trabalho desenvolvido
por Yu et al. [17]. A solugao executa, no plano de dados, um mecanismo de detecgao
preliminar mediante o método estatistico entropia, o qual analisa os pacotes recebidos pelo
switch. Ao identificar fontes suspeitas no plano de dados, elas sdo encaminhadas ao plano
de controle, juntamente com os pacotes subsequentes relacionados a essas fontes, onde o
controlador extrai mais informagdes para classificar os enderecos de origem mediante um
algoritmo de aprendizagem de maquina (Random Forest), realizando uma anélise mais
profunda para decidir se as fontes suspeitas sdo de fatos invasores (maliciosos). Apds a
confirmacao, o controlador notifica o plano de dados para incluir essas fontes (enderegos
IP) em uma lista de suspeitos confirmados, e assim os pacotes recebidos de fontes incluidas
nessa lista sao automaticamente descartados, visando reduzir os impactos causados por
esses ataques. Todavia, a solugao pode acabar aumentando o volume de mensagens de
controle encaminhadas ao controlador, tendo em vista o volume de pacotes (fontes) a
serem confirmados como suspeitos, além disso, ela pode levar mais tempo para confirmar

(detectar) uma fonte maliciosa na rede como um ataque DDoS de fato.

3.1.2 Intermediacao

As solugoes que realizam a intermediacao das conexdes procuram adicionar uma camada
adicional de seguranca entre os usudrios (origem) e os servidores (destino), a fim de filtrar
os pacotes e tomar medidas mais restritivas [10]. Esse tipo de detecgao é uma abordagem
proativa que visa bloquear o trafego malicioso antes que ele atinja os recursos da rede.

Shin et al. [12] propuseram uma soluc¢ao que atua no plano de dados, chamada Avant-
Guard, para combater o ataque DDoS SYN-Flood. Essa solu¢ao transforma o switch em
um prozxy. Dessa forma, ela intercepta todas as conexoes TCP em uma sessao e encaminha
apenas as solicitagbes completas para o controlador, ou seja, as solicitagbes TCP que
executaram o three-way handshake de maneira completa. Caso contrario, a conexao é
imediatamente descartada pela solugao. Como efeito colateral, a solugdo aumenta o atraso
no estabelecimento de conexoes legitimas devido ao método aplicado (prozy). Além disso,
¢ vulneravel ao cenario em que um atacante utilize um IP ja validado pelo mecanismo
para realizar um novo ataque.

Visando aprimorar a solu¢do proposta por Shin et al. [12], os autores em [13] propuse-
ram uma solucao chamada Lineswitch, que também atua no plano de dados para lidar com
o ataque DDoS SYN-Flood. A solucao utiliza a concepc¢ao de intermediagao probabilis-
tica, na qual realiza a intermediacao das primeiras conexoes de um determinado endereco

IP via prozy no switch, enquanto as demais solicitagoes subsequentes do mesmo endereco
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IP sao intermediadas de acordo com uma probabilidade, reduzindo, assim, a carga de
trabalho do switch. Os enderecos IPs que ndo conseguem realizar o TCP handshake de
maneira completa sao adicionados a uma lista de bloqueio e, em seguida, descartados
pela solugdo, para preservar a memoria dos dispositivos de encaminhamentos. Contudo,
a utilizacdo de um prozy, provoca um aumento no tempo para estabelecer as conexoes
legitimas e deixa a solugao vulneravel ao tipo de ataque em que o atacante utilize um
endereco IP ja validado pelo mecanismo, para causar uma saturacao ao controlador.

Dridi et al. [95] propuseram uma solugdo que atua no plano de controle chamada
SDN-Guard para reduzir os impactos causados pelo ataque DDoS SYN-Flood. A solugao
utiliza um IDS, que é responsavel por analisar os pacotes e gerar um alerta sobre a
probabilidade de ameaga de um ataque SYN-Flood na rede. A probabilidade é obtida
com base nas estatisticas de fluxos coletadas pelo IDS, dessa maneira a solucao pode
tomar uma decisao sobre a a¢ao a ser realizada para cada um dos fluxos analisados. Se o
fluxo for considerado malicioso, ou seja, se a probabilidade de ameaca desse fluxo estiver
acima do limiar predefinido, o IDS emite um alerta para a solu¢ao que realiza a acao de
bloqueio e descarte dos fluxos para evitar que eles possam sobrecarregar a rede. Nota-se
que a solugao requer uma comunicagao continua com um agente externo (IDS) para obter
as estatisticas da rede, o que pode provocar um aumento no tempo para detectar qualquer
mudanca na rede que caracterize um ataque DDoS.

A solucao desenvolvida por Kim et al. [96] atua no plano de controle e se baseia
na utilizacdo dos mecanismos TCP Time Out e Round Trip Time (RTT) para detectar
o ataque DDoS SYN-Flood. Ela descarta o primeiro pacote SYN de qualquer host e
estima o tempo de espera com base no tempo entre o primeiro e o segundo pacote SYN,
removendo as sessoes TCP semi-abertas apds o tempo de espera. Se o RT'T do ACK for
menor que o RTT indicado, o pacote ACK é encaminhado ao servidor. Caso contrério,
¢ descartado e o enderego IP ¢ bloqueado pela solu¢ao. Embora o mecanismo apresente
resultados promissores, o descarte do primeiro pacote pode causar atrasos nas solicitacoes
dos hosts. Além disso, ter um RTT muito curto pode penalizar hosts legitimos que
enfrentam dificuldades para completar uma conexao, por exemplo, em redes lentas.

Por tltimo, Fan et al. [97] propuseram uma solu¢do que atua no plano de controle
que faz uso de contéiner para combater os ataques DDoS. O contéiner empregado é o
Kubernetes, uma plataforma para automatizar, implantar, dimensionar e gerenciar apli-
cativos em contéineres [98]. A plataforma é utilizada para recriar o ambiente, caso seja
interrompido de forma anormal, por exemplo, em razao de um ataque DDoS. Para isso, a
solucao adiciona o componente chamado SDN Controller Manager (SCM) a estrutura do
Kubernetes. Esse método fornece redundancia, evitando o ponto tinico de falha do contro-

lador. Para permitir as conexoes legitimas, a solucao realiza a intermediacao das conexoes
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TCP entre origem e destino, mediante um sistema de intermediacao de conexdes (prozy)
que valida as conexodes, evitando que o controlador aloque recursos para o atacante. As
conexoes completas sao encaminhadas ao destino, enquanto as conexoes incompletas sao
descartadas imediatamente. Como efeito adverso, a solu¢ao aumenta o atraso causado no
estabelecimento de conexoes legitimas devido ao método aplicado (prozy) e é vulneravel
ao cenario em que um atacante utilize um IP ja validado pelo mecanismo para realizar

um novo ataque.

3.1.3 Aprendizagem de Maquina

As solugdes que utilizam técnicas de aprendizagem de maquina fazem uso de algoritmos
capazes de compreender o comportamento do trafego de rede usando dados histéricos
para identificar padroes e comportamentos correlacionados aos ataques DDoS [10]. Essas
solugoes desenvolvem modelos que podem distinguir entre o trafego normal e o malici-
0so. Esses modelos sao alimentados com recursos extraidos dos dados de trafego, como
caracteristicas de pacotes, informacgoes de fluxo, estatisticas de protocolo, etc [20]. Uma,
vez treinados, esses modelos podem ser utilizados para detectar automaticamente ataques
DDoS em tempo real com base na andlise continua do trafego de rede.

Tuan et al. [20] propuseram a utilizacao do algoritmo de aprendizagem de méquina
KNN para reduzir os impactos dos ataques DDoS. O algoritmo ¢é integrado ao controlador
para detectar e descartar o trafego de ataque. Assim, a solugao extrai os seguintes recursos
do trafego para classificd-lo em malicioso ou legitimo: IP de origem, IP de destino, porta
de origem e porta de destino. Na etapa de mitigacao, para o fluxo considerado malicioso, o
controlador impoe uma regra de bloqueio no switch para realizar o processo de descarte do
trafego de ataque conforme o seu endereco IP de origem. No entanto, a estratégia aumenta
o volume de mensagens de controle encaminhadas ao controlador para a coleta dos dados e
posterior classificagdo. Além disso, realizar o bloqueio de forma definitiva do enderecgo IP
de um host suspeito, pode penalizar fluxos legitimos vinculados a este enderego IP, tendo
em vista a capacidade dos ataques DDoS em simular o comportamento de um trafego
legitimo.

Semelhante ao trabalho desenvolvido por Yu et al. [17] e Gonzalez et al. [18], Macias
et al. [16] propuseram uma solugdo chamada ORACLE, que promove a coordenagao do
plano de controle e de dados para detectar ataques DDoS a rede. A solugao realiza a
coleta de informagoes dos fluxos, como a duracao, desvio padrao do tempo entre che-
gadas, tamanho médio do pacote e desvio padrao do comprimento do pacote no plano
de dados. Em seguida, realiza o pré-processamento dessas informagdes e as agrupa em
janelas de observagao por tempo para encaminhar ao plano de controle em intervalos re-

gulares. O controlador é entao responsavel por extrair as informagoes de cabecalho dos
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fluxos recebidos, analisar a sua estrutura para calcular e classificar os fluxos em legitimos
ou maliciosos, via algoritmo de aprendizagem de maquina (KNN ou Random Forest).
Note que a estratégia adotada pela solugdo busca reduzir a sobrecarga de fungoes para o
controlador, uma vez que as informagoes de fluxos ja foram processadas quando chegam
ao plano de controle. No entanto, isso pode acarretar um tempo mais longo para detec-
tar qualquer atividade maliciosa, ja que essa func¢ao é exclusiva do controlador. Por fim,
a solugao nao realiza o processo de mitigagao, emitindo apenas um alarme quando um
ataque DDoS ¢ iniciado na rede.

Nurwarsito et al. [25] propuseram uma solugdo para combater os ataques DDoS que
atua no plano de controle chamada RYU Framework, na qual os autores desenvolveram
um moédulo de seguranca que utiliza o controlador RYU para classificar o trafego legitimo
e malicioso mediante algoritmo de aprendizagem de maquina Random Forest. A solucao
realiza a extragao de alguns atributos em intervalos de tempos regulares para o envio ao
controlador, como nimero médio de pacotes por fluxo, média de bytes por fluxo, taxa
de crescimento das portas de destino do fluxo e o niimero de enderecos IPs de origem
em um determinado intervalo de tempo, para o desenvolvimento do seu classificador de
trafego. Apoés a classificagao do trafego malicioso, é adicionada uma regra de bloqueio nos
switches, que descarta os pacotes subsequentes deste trafego assim que eles retornam a
rede. Esta acdo reduz o impacto dos ataques DDoS na rede, porém pode afetar o trafego
legitimo, tendo em vista a capacidade dos ataques DDoS em simular o comportamento
de um trafego legitimo.

Para concluir, Das et al. [99] propuseram uma solugdo que atua no plano de controle
que age de forma similar ao trabalho desenvolvido por Nurwarsito et al. [25], que utiliza
algoritmos de aprendizagem de méquina (SVM ou Random Forest) nas estatisticas de
porta dos switches, geradas pelo protocolo OpenFlow para diferenciar o trafego normal do
trafego de SYN-Flood (malicioso). A solugdo coleta as estatisticas através das mensagens
do tipo OFPPortStatsRequest (requisicao) e OFPPortStatsReply (resposta) que inclui
informagoes como nimero de pacotes recebidos, transmitidos, taxa de transferéncia e
bytes de uma porta especifica, enviadas ao controlador para a aplicagdo do processo de
treinamento do algoritmo de aprendizagem de maquina. Assim, se uma porta especifica
estiver acima de um limiar predefinido tendo como base as estatisticas coletadas e o
processo de treinamento do classificador, isso indica um ataque em potencial. Para reduzir
o impacto do ataque, os autores propuseram um identificador de ameaga que analisa as
portas dos switches e identifica aquela com mais volume de trafego. Em seguida, ele
identifica a origem do trafego de ataque e realiza a agao de bloqueio. Embora, a solucao
tenha apresentado resultados promissores, a estratégia de deteccao no plano de controle

aumenta o volume de mensagens de controle encaminhadas ao controlador e provoca
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tempos mais longos para detectar qualquer mudanga no comportamento do trafego. Por

fim, o bloqueio de portas pode acabar penalizando hosts legitimos ligados a elas.

3.2 Discussao

As solugoes apresentadas na se¢ao anterior retratam o estado da arte no que diz respeito
as principais solugoes de seguranca, que procuraram detectar e minimizar os impactos
causados pelos ataques DDoS volumétricos. Cada solugao escolhida foi analisada sob va-
rias perspectivas, o que levou a identificar as principais caracteristicas que as distinguem.
Essas caracteristicas foram organizadas em grupos, que serao discutidos a seguir, para

guiar nossa discussao acerca das solugoes propostas:

o Camada SDN: refere-se a camada para a qual a solucao foi projetada, considerando
a arquitetura SDN, que compreende trés camadas de funcionamento (aplicagao,

controle e dados).

o Técnica de detecgao: esta relacionada ao conjunto de técnicas utilizadas para
identificar as atividades maliciosas na rede, como anélise estatistica, intermediagao

e aprendizagem de méaquina.

o Técnica de mitigacao: trata-se do conjunto de agdes para minimizar os impactos
causados pelos ataques DDoS, que incluem ac¢oes envolvendo o bloqueio de paco-
tes (descarte), o uso de equipamentos adicionais e o controle (atraso) do trafego

malicioso.

e Volume de mensagens de controle encaminhadas ao controlador: esta as-
sociado ao aumento do volume de mensagens de controle enviadas ao controlador
para lidar com as acoes de deteccao e mitigacao pelo mecanismo de seguranga de-
senvolvido no combate aos ataques DDoS. Foi levado em consideracao, durante a
analise com base na revisao do estado da arte, que as solu¢oes apresentadas na secao
anterior podem ter aumentos variados, de alto, médio ou baixo, dependendo do seu
local de atuagao na arquitetura SDN. Solugoes que operam inteiramente no plano
de dados para realizar as a¢oes de controle reduzem a dependéncia do controlador,
assim possuem um volume de mensagens mais baixo. Ja as solucoes que distribuem
essas agoes entre o plano de dados e o plano de controle, possuem um volume de
mensagens médio. Por outro lado, solugoes que realizam toda a agao exclusivamente

no controlador possuem um volume alto de mensagens de controle.

« Tempo para a deteccao de uma fonte de ataque: refere-se ao tempo exigido

pela solugao para a deteccao (confirmagao) de um ataque DDoS na rede. Foi levado
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em consideragao, durante a anailse com base na revisao do estado da arte, que as
solugoes apresentadas na secao anterior podem apresentar tempos variaveis, classi-
ficados como alto ou baixo, dependendo da localizacao do mecanismo de detecgao
para a confirmacgao de um ataque em curso. Soluc¢oes que realizam a confirmagao
de uma fonte suspeita diretamente no plano de dados, apresentam um tempo mais
baixo. Por outro lado, solugoes que realizam a confirmacao de uma fonte suspeita

no plano de controle, apresentam um tempo mais alto.

o Priorizagao de trafego: aborda a aplicagdo de mecanismos que permitem a alo-
cacao de recursos para garantir que certos tipos de trafegos tenham prioridade sobre

outros.

o Atribuicao de confiabilidade: descreve a atribui¢do de confiabilidade aos clientes
de uma rede para a priorizagdo de recursos, com base em seus comportamentos ou

nas interagoes com os demais clientes.

e« Abordagem hibrida: envolve a integracao de mais de um plano da arquitetura
SDN, possibilitando aproveitar as vantagens de cada plano para otimizar o processo

de detecgao e/ou mitigacao.

A Tabela 3.1 mostra a visao geral das solugdes analisadas. Para assegurar a protegao
da rede contra os ataques DDoS volumétricos, elas propuseram diferentes abordagens com
a aplicacao de diversas técnicas, com a possibilidade de combinar diferentes planos de acao
e estratégias.

Observa-se que grande parte das solugoes concentra suas agoes no plano de controle,
oferecendo, assim, um gerenciamento centralizado, o que possibilita o desenvolvimento
de politicas de controle de trafego de forma mais centralizada, facilitando o controle
e a coordenacdo de toda a infraestrutura de rede [10]. No entanto, essa abordagem
torna o controlador um alvo atraente (ponto tnico de falha) para os ataques DDoS e
requer uma comunicagao frequente com o plano de dados para coletar informacoes e
gerenciar os dispositivos de encaminhamento. Essa a¢ao provoca um aumento do volume
de mensagens de controle encaminhadas ao controlador para realizar as agoes de detecgao e
mitigacao, além de causar tempos mais longos (atrasos) para detectar e confirmar qualquer
mudanga no comportamento do trafego associada aos ataques DDoS, para entdao acionar
os mecanismos de mitigacao para combater esses ataques.

Para minimizar o volume de mensagens de controle encaminhadas ao controlador e
os atrasos durante a detecgdo e a mitigagdo dos ataques DDoS,; solugdes como Avant-
Guard [12], Lineswitch [13] e o trabalho desenvolvido por Lapoli et al. [14], propuseram

atuar diretamente no plano de dados, proporcionando uma agao mais célere para detectar
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Tabela 3.1: Visao geral das solugoes discutidas.

Solugio Ano Camada Técnica Técnica Volume Tempo | Priorizagao Atribuigao Abordagem
SDN Detecgao Mitigacdo | Mensagens | Deteccao Trafego Confiabilidade Hibrida
Shin et al. [12] 2013 dados | intermediagao bloqueio baixo baixo nao nao nao
Dridi et al. [95] 2017 | controle | intermediagao geren-cmn.l‘ento alto alto nao nao nao
de recursos
Ambrosin et al. [13] | 2017 dados | intermediacao bloqueio baixo baixo nao nao nao
Kumar et al. [21] 2018 | controle estatistica bloqueio alto alto nao nao nao
Lapoli et al. [14] 2019 dados estatistica nenhuma baixo baixo nao nao nao
Kim et al. [96] 2019 | controle | intermediagao bloqueio alto alto nao nao nao
Tuan et al. [20] 2019 | controle agron(%ua.gmn bloqueio alto alto nao nao nao
e maquina
Kuerban et al. [24] | 2019 | controle estatistica controle alto alto nao nao nao

dados e | aprendizagem

Macias et al. [16] 2020 PR nenhuma médio alto nao nao sim
controle de maquina
Sumantra et al. [89] | 2020 | controle estatistica bloqueio alto alto nao nao nao
Li et al. [90] 2020 | controle estatistica nenhuma alto alto nao nao nao
dados e estatistica e
Yu et al. [17) 2021 controle aprendizagem nenhuma médio alto nao nao sim
’ de maquina
Nurwarsito et al. [25] | 2021 | controle apren(%1za§;em bloqueio alto alto nao nao nao
de maquina
Saini et al. [23] 2021 | controle estatistica controle alto alto nao sim nao
Ravi et al. [91] 2021 | controle estatistica bloqueio alto alto nao nao nao
Mishra et al. [92] 2021 | controle estatistica bloqueio alto alto nao nao nao
Das et al. [99) 2022 | controle aprend{lzagem bloqueio alto alto nao nao nao
de maquina
Salem et al. [22] 2022 | controle estatistica bloqueio alto alto nao sim nao
Dawod et al. [93] 2022 | controle estatistica | SCrCCiamento alto alto nao nao nao
de recursos
Shalini et al. [94] 2023 | controle estatistica bloqueio alto alto nao nao nao
- ia t - - -
Fan et al. [97) 2023 | controle | intermediagao gerenclamento alto alto nao nao nao
de recursos
dados o estatistica e

Gonzélez et al. [18] | 2023 aprendizagem bloqueio médio alto nao nao sim
controle P
de maquina

dados e | aprendizagem bloqueio e

PR médio baixo sim sim sim
controle de maquina controle

Este trabalho 2025

e reduzir os impactos desses ataques [15]. Todavia, elas ficaram limitadas devido as di-
ficuldades de desenvolver mecanismos de detecgdo mais sofisticados e, ao mesmo tempo,
garantir o processamento de pacotes em alta velocidade no plano de dados [15]. Em fungao
disso, solugbes como Oracle [16], Cooperative-DDoS [17] e Bungee-ML [18], procuraram
entao realizar uma abordagem hibrida, em que realizam parte das acoes de detecg¢ao no
plano de dados e a outra parte no plano de controle. Essas solucoes, em sua maioria, aca-
bam aumentando o volume de mensagens de controle enviadas ao controlador para a acao
de detecgao e mitigacao e o tempo de confirmagao para um ataque, ja que o dispositivo
central é responsavel por confirmar cada suspeita produzida no plano de dados [10].

No que se refere as abordagens desenvolvidas pelas solugoes para a detecgao e a reducao
dos impactos dos ataques DDoS volumétricos. A deteccao baseada no método estatistico
entropia e a técnica de mitigacao envolvendo a acao de bloqueio sdo as mais empregadas,
tendo em vista a baixa complexidade ao aplicar o método estatistico e o alivio instantaneo
aos recursos de rede proporcionado pela agdo de bloqueio. Embora, essas a¢oes visem
detectar o trafego suspeito e bloqued-lo de maneira rapida, elas tém apresentado algumas
adversidades, como baixa taxa de assertividade por parte dos mecanismos de deteccao

e a penalizacao do trafego legitimo vinculado a uma determinada porta do switch ou
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endereco IP que esta gerando esse tipo de trafego por parte dos mecanismos de mitigacao,
provocando um bloqueio indiscriminado [20, 21, 24, 22].

Para reduzir o bloqueio indiscriminado e aumentar a taxa de assertividade por parte
dos mecanismos de mitigacao e deteccao, as solugoes desenvolvidas por Salem et al. [22]
e Saini et al. [23], buscaram adotar novos métodos. Por exemplo, a atribui¢ao de con-
fiabilidade para os clientes da rede com base em seu histérico de comportamento e suas
interacoes com os demais clientes e, assim, realizar um bloqueio seletivo, restringindo
apenas os clientes que estao abaixo do grau de confiabilidade. Porém, essas solucoes
atuam apenas no plano de controle e nao aplicam nenhum mecanismo de priorizacao que
possibilite a alocacao de recursos para garantir que o trafego legitimo tenha prioridade
sobre o trafego malicioso, provocando uma disputa desleal por recursos, tendo em vista
o volume do trafego de ataque. Além disso, gera atrasos no processo de confirmacao de
qualquer atividade suspeita associada aos ataques DDoS volumétricos e um aumento do
volume de mensagens de controle para gerenciar o grau de confiabilidade dos clientes e as
demais agoes de controle do trafego de rede [15, 10].

Observa-se a necessidade de um mecanismo de detec¢ao e mitigagdo que possibilite
acoes mais rapidas para conter o fluxo de trafego de rede malicioso, que evite penalizar os
clientes legitimos da rede e, ao mesmo tempo, reduza o volume de mensagens de controle
encaminhadas ao controlador e os atrasos na execucao das acoes de deteccao e mitigacao.
Dessa forma, este trabalho busca superar as limitagoes apresentadas anteriormente, rea-
lizando a detecgao (por exemplo, com o uso de algoritmos de aprendizagem de méquina)
e a mitigagdo (por exemplo, a prioriza¢ao do trafego dos clientes com niveis de confiabi-
lidade aceitéveis - legitimos, e o bloqueio (descarte) do trafego daqueles com baixo valor
de confianga - maliciosos) no plano de dados, visando reduzir os atrasos para detectar e
confirmar qualquer mudanca no comportamento do trafego, o volume de mensagens de
controle, e o bloqueio indiscriminado dos clientes.

Além das abordagens presentes no mecanismo proposto para reduzir os impactos dos
ataques DDoS volumétricos no plano de dados, busca-se promover a integragao entre os
planos da arquitetura SDN (dados e controle) por meio de um modelo de compartilha-
mento de informagdes globais no plano de controle, organizadas em agoes de controle que
incluem o bloqueio, a permissao sem prioridade associada ou a priorizacgdo dos clientes,
determinadas com base no estabelecimento de uma confianca global calculada a partir
de um sistema fuzzy no controaldor, para o envio aos dispositivos de encaminhamento
presentes no plano de dados, permitindo uma abordagem hibrida que viabilize a tomada
de decisoes locais com base em informacoes globais compartilhadas para uma resposta

mais eficiente e adaptativa no combate aos ataques DDoS volumétricos.
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3.3 Consideracoes Finais

Este capitulo apresentou uma revisao do arte sobre as solugoes de seguranca em redes SDN
que visam reduzir os impactos causados pelos ataques DDoS volumétricos. Foi realizada
uma analise comparativa dos trabalhos existentes, levando em consideracao aspectos como
a camada SDN de atuacao, as diferentes técnicas de detecgdo e mitigacao utilizadas, o
volume de mensagens de controle encaminhadas ao controlador, o tempo de deteccao
(confirmagdo) de um ataque, a priorizacao de trafego, a atribui¢do de confiabilidade e
a adogdo de uma abordagem hibrida. A analise revelou algumas lacunas significativas
nas solugoes atuais, como a centralizagao das agoes de deteccao e mitigacdo no plano
de controle, que podem causar atrasos no tempo de resposta para combater os ataques
DDoS volumétricos e o aumento do volume de mensagens de controle encaminhadas ao
controlador para realizar as acoes de identificacdo e contencao dos impactos causados
por esses ataques. Além disso, muitas das estratégias desenvolvidas pelas solugoes para
reduzir os impactos desses ataques, que, embora visem restringir o trafego malicioso,
acabam penalizando uma parte significativa do trafego legitimo, provocando bloqueios de

forma indiscriminada ao trafego dos clientes legitimos.
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Capitulo 4

Mecanismo de deteccao e mitigacao

de ataques DDoS volumétricos em
redes SDN

As redes SDN tém proporcionado uma série de beneficios, como gerenciamento centrali-
zado, maior flexibilidade e controle da infraestrutura de rede [100]. Isso possibilita adicio-
nar novas funcionalidades conforme as necessidades dos usuérios, incluindo, por exemplo,
o desenvolvimento de fungoes de seguranca, o gerenciamento de fluxos e o provisionamento
de servigos [7]. Apesar dos beneficios oferecidos por essa arquitetura de rede, a seguranga
ainda é motivo de preocupacao, pois a separacao entre o plano de dados e de controle
aumenta a superficies de possiveis ataques [8]. Nesse contexto, destacam-se os ataques
DDoS de natureza volumétrica, que podem sobrecarregar os recursos criticos da rede por
meio do envio massivo de trafego malicioso e/ou da exploragao de falhas em protocolos e
servigos que estao sendo executados na infraestrutura-alvo [9].

Na arquitetura SDN, o controlador assume o papel central da rede, sendo responsavel
por coordenar o funcionamento de toda a rede [101]. Essa centraliza¢do, embora traga
beneficios operacionais, também o torna um ponto tnico de falha e, portanto, um alvo
estratégico para ataques. Neste cenario, os ataques DDoS volumétricos se destacam por
sua capacidade de comprometer a disponibilidade do controlador ao enviar grandes volu-
mes de trafego malicioso, limitando a capacidade do controlador de lidar com o trafego
legitimo da rede, levando a sua indisponibilidade e, consequentemente, afetando os demais
servigos oferecidos na rede [19].

Conforme abordado no Capitulo 3, as solucoes apresentaram diversas estratégias para
reduzir os impactos dos ataques DDoS volumétricos e proteger o controlador. Apesar, do
numero de solucoes desenvolvidas para combater esses ataques em uma rede SDN, ainda

permanecem algumas lacunas que podem deixar essa rede exposta, como a centralizacao
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das acoes de detecgao e mitigagao no plano de controle. Essa centralizacao provoca tempos
mais longos (atrasos) para detectar e confirmar qualquer mudanga no comportamento
do trafego de rede associado a esses ataques, e o aumento do volume de mensagens de
controle encaminhadas ao controlador para realizar as a¢oes de identificagdo e contencao
desses ataques na rede, aumentando o seu consumo de recursos. Além disso, muitas
dessas solucoes adotam o bloqueio do trafego de forma indiscriminada, o que, embora vise
restringir o acesso do trafego malicioso ou suspeito e proporcionar um alivio instantaneo
aos recursos de rede, acaba penalizando uma parte significativa do trafego legitimo para
minimizar os impactos desses ataques.

Portanto, o objetivo deste trabalho é propor um mecanismo de detecgao e mitigacao
que possibilite respostas mais rapidas para conter o fluxo de trafego de rede de clientes
maliciosos, por meio de técnicas de priorizacao de trafego que evitem penalizar os clientes
legitimos e reduza o niimero de pacotes encaminhados ao controlador, preservando os seus
recursos, evitando a sobrecarga e garantindo sua disponibilidade mesmo durante situacoes
de ataque. Para isso, propoe-se, primeiramente uma abordagem de detec¢do no plano de
dados mediante um modelo de classificacdo com base no algoritmo de aprendizagem de
maquina Random Forest para classificar o fluxo de trafego de rede malicioso proximo aos
pontos de ingresso na rede de forma eficiente, rapida e precisa, e, assim, reduzir o atraso
para identificar e confirmar esse tipo de trafego na rede, e o volume de mensagens de
controle encaminhadas ao controlador. Seguido por um método de mitigacdo também
presente no plano de dados, por meio do gerenciamento de diferentes listas nos dispositi-
vos de encaminhamento, utilizando niveis de confiabilidade com base no comportamento
dos clientes, para priorizar o fluxo de trafego dos clientes com niveis de confiabilidade acei-
taveis (legitimos) e bloquear (descartar) o trafego daqueles com baixo valor de confianca
(maliciosos), mediante a andlise de perfis de trafego e dados de cabegalhos de pacotes,
para evitar o bloqueio indiscriminado dos clientes.

Além das abordagens presentes no mecanismo proposto para reduzir os impactos dos
ataques DDoS volumétricos no plano de dados, este trabalho também propde um modelo
de compartilhamento de informagcoes globais no plano de controle, organizadas em acoes
de controle que incluem o bloqueio, a permissao sem prioridade associada ou a priori-
zagao dos clientes, determinadas com base no estabelecimento de uma confianca global
calculada a partir de um sistema fuzzy no controlador, para o envio aos dispositivos de
encaminhamento presentes no plano de dados, promovendo uma colaboracao eficiente en-
tre o plano de dados e de controle, e maior rapidez nos processos de deteccao e mitigagao
em diferentes pontos da rede.

As secOes a seguir apresentarao uma visao geral do mecanismo proposto e os pro-

cedimentos para o seu desenvolvimento, detalhando as acoes para atenuar as lacunas
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observadas no Estado da Arte.

4.1 Visao geral do mecanismo proposto

O mecanismo proposto visa realizar agoes para identificar e conter o fluxo de trafego
de rede de clientes maliciosos. Para isso, ele foi organizado em dois procedimentos: (i)
Procedimento 1: detecgdo e mitigagdo no plano de dados; e (7i) Procedimento 2: compar-
tilhamento de informacgoes globais por meio do plano de controle.

O procedimento 1 concentra-se na implementacao de agoes no plano de dados para
detectar e conter o fluxo de trafego de rede de clientes maliciosos proximo aos pontos de
ingresso na rede e priorizar o trafego daqueles com niveis de confiabilidade aceitaveis (le-
gitimos), bem como encaminhar ao plano de controle os dados necesséarios para a definigdo
da confiancga global desses clientes. Esse procedimento é composto por 5 médulos: Coleta
de Dados; Classificacao; Agregagdo do Valor de Confianga; Gerenciamento das Listas; e
Gerenciador de Envio.

O procedimento 2 foca no desenvolvimento de ag¢oes de coordenacdo no plano de con-
trole para o compartilhamento de informacoes globais, organizadas em agoes de controle
que incluem o bloqueio, a permissao sem prioridade associada ou a priorizacao dos cli-
entes, determinadas a partir do estabelecimento de uma confianga global, por meio do
controlador para o envio aos switches, para promover uma abordagem hibrida entre os
planos da arquitetura SDN (plano de dados e de controle) por parte do mecanismo pro-
posto. Esse procedimento é composto por 3 mdédulos: Extracdo dos Dados; Calcular a
Confianca Global; e Disseminacao dos Dados.

A Figura 4.1 apresenta a integragao entre os modulos presentes nos procedimentos do
mecanismo proposto.

No instante em que os pacotes de rede chegam ao switch, o médulo de coleta de dados
é responsavel por coletar os dados desses pacotes, agrupa-los em fluxos que correspondem
a uma sequéncia de pacotes que compartilham caracteristicas comuns e sao transmitidos
de uma origem para um destino especifico [20], armazenar as estatisticas desses fluxos e
envia-las ao modulo de classificagdo, mediante janelas de observagao, que correspondem
a intervalos de tempo ou a um niumero fixo de fluxos, nos quais determinados eventos,
dados ou métricas sao analisados, organizados e encaminhados [16]. As janelas sao usadas
nesse modulo para observar o comportamento do trafego, extrair suas caracteristicas e
reporta-las ao modulo seguinte. O moddulo de classificagdo é responsavel por classificar
os fluxos de trafego dos clientes em legitimos ou maliciosos por meio do algoritmo de

aprendizagem de maquina do tipo supervisionado Random Forest e produzir um valor de
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Procedimento 2:
Plano de Controle
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t
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@76
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Figura 4.1: Mdédulos presentes nos procedimentos do mecanismo proposto.

confianga para cada classificacao de fluxo desses clientes na rede, ou seja, com base no
comportamento de cada um.

Os valores de confianca produzidos para cada cliente sao agregados a medida que seus
fluxos sao classificados na rede para formar um valor de confianga local ao longo do tempo,
por meio do médulo de agregacao do valor de confianca. O mddulo de gerenciamento das
listas é responsavel por atribuir o fluxo de trafego de rede dos clientes para as listas locais
do switch conforme o comportamento de cada cliente a partir do seu valor de confianca,
para dar preferéncia (priorizagdo) ao trafego dos clientes legitimos e bloquear (descartar)
o trafego malicioso, mantendo o servigo para aqueles que atendem a um determinado nivel
de confianga. Por fim, o médulo (gerenciador de envio) é responsavel por enviar ao plano
de controle o valor mais recente de confianca local dos clientes presentes nas listas locais
do switch, por meio de pacotes de relatérios organizados em janelas de observagao. Esses
pacotes consistem em pacotes normais que sao clonados e tem a sua cépia modificada para
incluir os dados de controle que sao os valores de confianga local dos clientes anexados
em um cabecalho customizado.

No momento em que os pacotes de relatérios chegam ao plano de controle, o médulo
de extracao dos dados é responsavel por extrair os cabecgalhos desses pacotes para obter
os valores de confianca local de cada cliente computados pelos switches e organiza-los em
uma estrutura de dados. Os dados presentes nessa estrutura sao organizados e encaminha-

dos em intervalos predefinidos ao médulo (calcular a confianga global), responsavel por
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determinar a confianga global de cada cliente e sua respectiva classificacao (ndao confidvel,
parcialmente confidgvel ou confidgvel) por meio de um sistema fuzzy [102]. Esse mddulo
integra os diferentes valores de confianca local gerados pelos clientes da rede, proporcio-
nando uma avaliacdo unificada que reflete a confiabilidade geral de cada cliente presente
na rede.

O modulo de disseminagao dos dados é responsavel por enviar aos switches as agoes de
controle referentes a classificacdo da confianga global de cada cliente, por meio de pacotes
de disseminacgao organizados em janelas de observagao. As acoes de controle correspondem
as medidas a serem tomadas pelo mecanismo proposto para aplicar a politica de restricao
ou priorizagdo do fluxo de trafego de rede dos clientes de maneira global que podem
incluir o bloqueio, a permissao sem prioridade associada ou a priorizacao dos clientes,
determinada a partir do valor de confianga global do cliente estabelecido pelo sistema
fuzzy. Esse processo cria uma visao unificada da rede, permitindo que os switches tomem
decisbes localmente, com base nas informagoes globais compartilhadas, garantindo uma
operacao mais eficiente, abrangente e coordenada por parte do mecanismo proposto.

Para o detalhamento do funcionamento de cada mdédulo presente nos procedimentos
mencionados, é apresentada as defini¢oes adotadas relacionadas aos elementos fundamen-
tais envolvidos para o desenvolvimento do trabalho, elaborada com base na arquitetura
SDN e nos seus elementos fundamentais, tais como os dispositivos presentes nessa infra-
estrutura: switches, enlaces, controlador e clientes.

A rede SDN é representada por um grafo nao direcionado G = (S, F'). Essa modela-
gem segue a representacao tradicional de redes de computadores como grafos, amplamente
adotada na literatura, em que dispositivos (como roteadores e switches) e conexoes fisicas
ou légicas sao abstraidos como nés e arestas, respectivamente [103]. Neste trabalho, essa
representacao convencional é estendida para incluir, além dos dispositivos de encaminha-
mento, o controlador SDN, de forma a contemplar a interacao entre o plano de dados e o

plano de controle:

o S ={s1,52,...,5,} denota o conjunto de switches da rede, com p € N* represen-

tando a quantidade total de nés de comutacao;

e E C S x S representa o conjunto de enlaces fisicos ou logicos estabelecidos entre os

switches.

Cada enlace e = (s;,5;) € E indica uma conexao direta entre os switches s; e sj,
1 <i< j < |5 Considera-se que os enlaces sdo nao direcionados, de modo que a

presenca de (s;,s;) € E implica automaticamente (s;,s;) € E.
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A infraestrutura é gerenciada por um controlador central Cr, responsavel por manter
uma visao global do grafo G' e por implementar as politicas de encaminhamento, conforme
o paradigma SDN, que dissocia o plano de controle do plano de dados.

Os clientes da rede sao representados pelo conjunto:
N ={ny,ng,...,ng},

em que k£ € N* corresponde ao nimero total de clientes ativos. Cada cliente n; € N pode
estar conectado simultaneamente a um ou mais switches s; € S. Para formalizar essa

associacao, define-se a relagao de conexao:
RCS XN,

de forma que (s;,n;) € R indica a existéncia de uma conexao entre o switch s; e o cliente

Adicionalmente, para cada par (s;,n;) € R, ¢ atribuido um valor de confianga local
7(s4,n;)t € [0,1], o qual representa a confianga estimada que o switch s; possui em relagao
ao cliente n;, no instante de tempo ¢t. Esse valor ¢ inferido com base nas interacoes
observadas entre o cliente e o switch ao longo de uma janela temporal definida, refletindo
comportamentos como trafego anémalo, frequéncia de comunicagao ou conformidade com
politicas estabelecidas.

A Figura 4.2 apresenta uma ilustracao esquemaética da rede SDN, destacando os swit-
ches, os enlaces entre eles, a conexao dos clientes aos respectivos nos de comutacao, bem

como a presenca do controlador central.

ni S1 S2 n3

Figura 4.2: Representacao esquematica da rede SDN como um grafo nao direcionado.

46



4.2 Procedimento 1: deteccao e mitigacao no plano
de dados

Esta secao detalha os modulos presentes no procedimento 1 do mecanismo proposto.
Esse procedimento busca estabelecer meios para detectar e mitigar os ataques DDoS vo-
lumétricos diretamente no plano de dados. Para o desenvolvimento dos moédulos desse
procedimento, os switches sao programados por meio da linguagem P4, que permite pro-
cessar os pacotes de rede trafegados na rede em tempo de execugao [1]. Assim, o switch
habilitado para essa linguagem consegue extrair os dados de um pacote e realizar as agoes

de deteccao e mitigacao definidas pelo mecanismo proposto.

4.2.1 Coleta de Dados

O moédulo de coleta de dados consiste em coletar os dados dos pacotes de rede, agrupa-
los em fluxos, calcular suas estatisticas e encaminhé-las ao médulo de classificacao, que
classificara o trafego de rede em legitimo ou malicioso e estabelecera um valor de confianca
para cada classificacao de fluxo realizada.

Os dados coletados pelo modulo de coleta de dados podem ser agrupados em blocos
w,, v > 0, que chamamos de “janela de observacao” As janelas podem ser definidas com
um numero fixo de fluxos, definidas como janelas baseadas em fluxo, ou em varios fluxos
em um determinado periodo, caracterizando janelas baseadas em tempo. No primeiro
caso, as janelas observadas possuem o mesmo ntmero de fluxos (ou seja, |w,| = |wy],
0 <wv < h). Nas janelas por tempo, é possivel que |w,| # |wy|, 0 < v < h, pois 0 nimero
de fluxos pode variar ao longo do tempo. A ideia por tras das janelas de observacgao é
agrupar os pacotes observados em fluxos com base em seus atributos, de modo a otimizar
o processo de coleta e envio dos dados. Entao, é realizado o processo de mapeamento de
pacotes para fluxos no switch P4, como pode ser observado na Figura 4.3. A definicao
do tamanho e o tipo da janela de observacao (baseada em tempo ou por fluxo) para o
modulo em questao sera apresentada no Capitulo 5.

Para determinar os pacotes relacionados a um fluxo, utiliza-se uma 5-tupla composta
por seus enderegos IP de origem/destino, porta de origem/destino e protocolo. O analisa-
dor (primeiro bloco incluido na arquitetura do switch P4) recebe os pacotes de entrada e
os valida, extraindo as informagoes do cabegalho do pacote, como protocolo, flags, tama-
nho, endereco de origem e destino, etc. A partir dessas informacoes, sao utilizadas tabelas

do tipo match+action que determinam as agoes a serem tomadas conforme a entrada de
dados [104].
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entrada Switch P4
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campos cabegalho
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registrador_1
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registrador_n
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fluxo_id

atualiza_fluxos:
registradores()

Figura 4.3: Processo de mapeamento de pacotes para fluxos.

As tabelas do tipo match+action serao responsaveis por processar os fluxos de rede,
aplicando regras de encaminhamento ou controle com base nas caracteristicas relacio-
nadas a cada fluxo. Para isso, sdo criados registradores para definir uma estrutura de
dados para armazenar as estatisticas de cada fluxo, que podem incluir, por exemplo, a
sua duragao, o seu tamanho em bytes, o total de pacotes encaminhados, o nimero de
pacotes e bytes de fluxo por segundo, etc. Um registrador P4 é um array de tamanho
fixo que usa um indice para apontar para os elementos armazenados [104]. Utilizou-se
um conjunto desses registradores para construir uma estrutura similar a uma matriz de
registros, onde cada linha armazena valores das mesmas estatisticas pertencentes a fluxos
diferentes, e cada coluna armazena estatisticas diferentes do mesmo fluxo. Dessa forma,
é criada a funcdo calc_indice para calcular um indice tinico (fluxo_ id) permitindo que
as estatisticas relacionadas a cada fluxo tenham suas informacgoes armazenadas em seus
respectivos indices de registro e possam ser recuperadas futuramente para a atualizagao
de informacdes.

Por fim, a agdo atualiza__ fluxos é executada para atualizar as estatisticas de fluxo nos
registradores correspondentes conforme os novos pacotes sao recebidos. Assim, os dados
armazenados de cada fluxo sdo organizados e encaminhados ao moédulo de classificagao
mediante janelas de observacao. A definicao das estatisticas a serem coletadas para cada

fluxo sera apresentada no Capitulo 5.

4.2.2 Classificagao

O moédulo de classificagao busca classificar os fluxos de trafego de rede dos clientes em
legitimos ou maliciosos e atribuir um valor de confianga a cada classificagdo realizada,
com base no comportamento observado nos fluxos de trafego de cada cliente presente na

rede.
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Para a realizacao das tarefas do médulo de classificacao, considera-se o uso de técnicas
de aprendizagem de maquina, devido ao bom desempenho apresentado por essas técnicas
para a classificacao de ataques DDoS, conforme observado na revisao do estado da arte. E
explorado o fato de os switches P4 poderem ser implementados em switches caixa branca
(white-box switches), permitindo a programabilidade do dispositivo sem a necessidade de
estar vinculado a um fabricante de hardware especifico, o que da mais flexibilidade para
o que necessito. Sendo assim, é utilizado um componente auxiliar acoplado ao switch P4,
que pode acessar e interagir rapidamente com o dispositivo de encaminhamento sem afetar
a velocidade de processamento exigida, através do framework Apache Thrift [105] para os
modulos presentes no plano de dados. Esse framework possibilita a comunicacao de baixo
custo entre diferentes processos via Remote Procedure Call (RPC) [106]. A Figura 4.4

ilustra o funcionamento do moédulo de classificagao presente nos switches.

Trafego de
entrada

Pré-processamento Dados

Dados Dados

' 1
' 1
' 1
, Conversao Normalizagdo | 1
' ,
' 1
'

Resultado:
—> trafego legitimo
ou malicioso

Algoritmo de
previsao

Conjunto de Dados

Treinamento Teste

'
'
: Dados Dados
1
'
1

Figura 4.4: Classificacao de um ataque DDoS.

Os dados de trafego de entrada analisados pelo modulo de classificacdo contém as ca-
racteristicas de trafego brutas que sao a base para o calculo das caracteristicas que melhor
representam o ataque, coletadas pelo médulo de coleta de dados. Ao receber esses dados,
que sao uma colecao de fluxos e suas respectivas estatisticas agrupadas e organizadas
em janelas de observacao, eles sao encaminhados para a etapa de pré-processamento dos
dados. Nesta etapa, um processo de remocao de valores nulos ¢ iniciado, em conjunto
com o processo de conversao de dados, para converter dados categoricos em ntimeros, por
exemplo, tipo de protocolo (TCP, UDP e ICMP), cujo objetivo é torna-los compativeis
com o algoritmo de aprendizagem de maquina a ser empregado. Tal conversao possibilita

executar o processo de normalizacao dos dados, que consiste em ajusta-los para uma escala
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ou intervalo comum, geralmente entre 0 e 1 ou —1 e 1, de modo que todos os atributos
tenham impacto semelhante no modelo.

Apobs o pré-processamento, é verificado se existe um modelo de classificacao previa-
mente treinado e carregado nos switches. Se o modelo estiver disponivel, é realizada a
previsao (classificagdo) no switch com base em um algoritmo de aprendizagem de maquina
supervisionado apresentado na Secao 2.3, por exemplo, KNN [77], SVM [79] ou Random
Forest [83], para determinar o tipo de trafego (legitimo ou malicioso). Caso contrario,
os dados coletados pelos switches sao encaminhados para a etapa de treinamento central
localizada no plano de controle que realizara o treinamento de um novo modelo a ser
disponibilizado para os switches. Os dados sdo utilizados para treinar um novo modelo,
dividindo o conjunto de dados em porgoes de treinamento e teste (geralmente na pro-
porcao de 70:30, ou seja, 70% para treinamento e 30% para teste). Para atualizar um
modelo de classificagdo treinado nos switches, o modelo anterior é removido para forcar
um novo treinamento e carregamento do modelo. A definicao do tipo de algoritmo de
aprendizagem de maquina para o médulo de classificagao serd apresentado no Capitulo 5.

Vale ressaltar que a etapa de treinamento ¢ realizada no controlador, quando nao
houver um modelo treinado disponivel nos switches ou quando haver necessidade de atua-
lizacdo do modelo. E utilizado um algoritmo de aprendizagem de maquina do tipo super-
visionado, dessa maneira, os rotulos correspondentes para o trafego malicioso e legitimo
do conjunto de dados sdo fornecidos durante a etapa de treinamento do modelo. Os resul-
tados do treinamento serao usados para avaliar o comportamento do modelo (teste) nos
switches. Para a etapa de teste, os rotulos sdo retirados para analisar o comportamento
do modelo em dados que nao foram utilizados durante o treinamento. Apds a definigao
do algoritmo de aprendizagem de maquina, na etapa de treinamento um procedimento de
otimizagao de hiperpardmetros é executado através da fungdo RandomizedSearchCV [107],
que seleciona aleatoriamente um conjunto de combinagoes de hiperparametros do algo-
ritmo definido, avaliando o desempenho do modelo para cada combinagao produzida por
meio de uma validagao cruzada (cross-validation) para encontrar o modelo com a combi-
nacao ideal desses valores e, assim, maximizar o desempenho de classificagdo do modelo,
cujo objetivo é evitar o owverfitting do modelo, ou seja, quando o modelo se ajusta ex-
cessivamente aos dados de treinamento, prejudicando o resultado do classificador para
dados nao vistos [76]. Dessa forma, por meio da fungdo RandomizedSearchCV busca-se
aumentar a confiabilidade e a precisao do classificador desenvolvido.

A segunda agao do médulo de classificagdo consiste em atribuir um valor de confianga
a cada previsao realizada com base na analise do comportamento do cliente n; conectado
ao switch s;, por meio do método Platt Scaling [108, 109]. A escolha desse método é em

funcao da sua capacidade de ajustar as saidas das previsoes dos modelos de classificacao
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por meio de uma regressao logistica, transformando as saidas desses modelos em valores
probabilisticos entre 0 e 1 que refletem o grau de confianca associado a cada previsao de

modo a auxiliar na tomada de decisao. O método é definido pela seguinte equagao:

1
- 1+exp(Af +B)’

onde y representa a classe da amostra (y = 1: legitimo) e f é a saida nao ajustada

Cly = 1|f)n, (4.1)

do classificador utilizado, por exemplo, KNN, SVM ou Random Forest. Essa saida é
obtida pela combinacao de recursos, por meio das varidaveis independentes, que sao as
caracteristicas dos fluxos disponiveis no conjunto de dados para cada cliente, como a sua
duracao, o seu tamanho em bytes, o total de pacotes encaminhados, etc., que o classificador
utiliza para realizar a previsdo em malicioso ou legitimo [110]. As varidveis A e B sao
os parametros ajustados para a regressao logistica. Eles sao determinados através do
ajuste do modelo de regressao via maxima verossimilhanca, que busca encontrar os valores
adequados dos parametros, tornando os dados observados provaveis de terem ocorrido com
base no modelo treinado [109]. Isso significa, ajustar os parametros (A e B) para que as
probabilidades previstas pelo modelo sejam as mais proximas possiveis dos rétulos reais da
classe da amostra y. Dessa maneira, esses valores sao ajustados na fase de treinamento do
classificador, de modo que as saidas se aproximem das probabilidades reais observadas nos
dados de treino. Assim, quando aplicados na fase de teste, eles possibilitam transformar
os resultados (saidas) do modelo de classificagdo em uma distribuigdo de probabilidade
bem ajustada (valores de confianca) para a classe da amostra em questao, conforme o
comportamento do cliente. Portanto, quanto mais préximo de 1 (valor de confianga),
maior a indica¢do de que o fluxo de um cliente pertence a classe da amostra y (legitimo).
Por outro lado, valores mais préximos de 0 indicam maior probabilidade de pertencimento

a classe oposta (malicioso), caracterizando comportamento potencialmente malicioso.

4.2.3 Agregacao do Valor de Confianca

O médulo de agregacao do valor de confianga visa agregar os valores de confianca atri-
buidos aos fluxos de cada cliente durante a execucao do médulo de classificacao. Essa
agregacao permite formar um valor de confianca local para cada cliente ao longo do tempo,
refletindo seu comportamento local na rede. Além disso, o médulo incorpora um fator de
esquecimento, que reduz o valor de confianga local de um cliente caso ele nao receba um
novo valor de confianga em um determinado intervalo de tempo. Esse fator assegura que
clientes inativos ou com comportamentos inconsistentes ao longo do tempo tenham sua
confianga ajustada, mantendo o sistema mais dinamico e atualizado, priorizando aqueles

que sao mais ativos e com bons comportamentos na rede.
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O valor de confiancga atribuido para cada fluxo de um cliente presente na rede é agre-
gado pelo modulo de agregacao do valor de confianca, resultando no valor de confianca

local desse cliente, por meio da seguinte equacao:

T(si,m;) =3 Cp, + (1= 8) - 7(s4, nj)t_l, (4.2)

onde C,, ¢ o valor de confianca calculado pelo método Platt Scaling [108] (Equacao (4.1))
para o cliente nj, 7(s;,n;)"" é o valor de confianga local até o tempo t — 1 (anterior) que o
switch s; possui em relacao ao cliente n;, e 3 é o coeficiente de suavizagao que pode assumir
valores no intervalo (0 < § < 1). Um valor de 8 préximo a 1 d4 mais peso aos valores de
confianga mais recentes, tornando o modelo mais sensivel as mudancas recentes no sistema.
Por outro lado, um valor 8 proximo a 0 d4 mais peso aos valores mais antigos, conferindo
mais estabilidade ao modelo. Assim, o coeficiente de suavizacao controla o equilibrio entre
a sensibilidade a mudancas recentes e a estabilidade ao considerar o histérico, permitindo
ajustar o modelo de forma eficiente para refletir as dinamicas do sistema analisado.

O fator de esquecimento atua monitorando o valor de confianga local dos clientes
presentes nas listas locais do switch em intervalos de tempo regulares. Dessa forma, se
o cliente nao obtiver um novo valor de confianga dentro do intervalo de tempo definido,

o mecanismo aplicarda uma reducao gradativa do valor de confianca local desse cliente

através da seguinte equacao:

F(si,ni) = 7(si,m;)" - 6, (4.3)

onde 7(s;,n;)" é o valor de confianga local no instante de tempo ¢ que o switch s; possui em
relagao ao cliente n; e 6 é o coeficiente de reducao que pode assumir valores no intervalo
de (0 < 6 < 1). Um valor de § préximo a 0 aplica uma redugao mais severa no valor
de confianca quando nao ha atualizagoes recentes. Por outro lado, um valor § préoximo
de 1 resulta em uma reducdo mais suave, permitindo que o valor de confianga diminua
lentamente ao longo do tempo, garantindo mais estabilidade para os clientes. Assim, se o
cliente for inativo ou tiver comportamentos inconsistentes ao longo do tempo, o seu valor
de confianga local tende a cair com o tempo.

O Algoritmo 1 é executado em cada um dos switches s; € S e mostra o funcionamento
do gerenciamento da confianca local nos dispositivos de encaminhamento para os clientes
presentes na rede SDN. O cliente n; terd um valor de confianga C),; computado para
um fluxo de rede conforme a Equacdo (4.1) apds a conclusao da janela de observagao
w,, com base nas estatisticas coletadas pelo médulo (coleta de dados) para o respectivo
fluxo ao longo dessa janela. Assim, no passo 1, para cada novo valor de confianca C,,

obtido pelo cliente n;, o switch s; realizara a atualizacao do seu valor de confianga local
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7(s4,n;)" em relagao ao cliente n; no instante de tempo ¢ por meio da Equagao (4.2) para
formar o valor de confianca local desse cliente ao longo do tempo, representando o seu
comportamento local na rede, permitindo acompanhar a evolugao de conduta do cliente
em questao a medida que os seus novos fluxos sdo analisados e classificados pelo switch s;.
O passo 2 esta relacionado ao fator de esquecimento. Assim, durante o intervalo de tempo
de monitoramento T'm, onde T'm representa o periodo (intervalo) em que se verifica se
o cliente n; obteve ou ndo um novo valor de confianca C;,; para um fluxo de rede. Em
caso de auséncia de um novo valor de confianca C,,; durante o periodo de monitoramento,
o switch s; reduzird o valor de confianga local 7(s;,n;)" que possui em relagdo ao cliente
n; por meio da Equagao (4.3). Essa ac@o reduzira gradativamente ao longo do tempo o
valor de confianca local do cliente, promovendo uma avaliacdo dindmica e permitindo que
o switch s; ajuste de forma continua a confianca local atribuida ao cliente conforme a sua

atividade na rede, refletindo com maior clareza o comportamento atual do cliente.

Algoritmo 1: Gerenciamento da Confianca Local do switch s; € S
Entrada: Valor de confianca C,,; calculado para o fluxo de rede do cliente n; por
meio da Equagao (4.1) apds a conclusao da janela de observacao w,, com base nas
estatisticas coletadas para o respectivo fluxo ao longo dessa janela.
Saida: Valor de confianga local 7(s;,n;)" no instante de tempo ¢ ajustado pelo
switch s; para o cliente n;.
Passo 1 - Atualizagdo: Para cada novo valor de confianga C,,; calculado para o
cliente n;, atualize o seu valor de confianga local 7(s;,n;)" por meio da Equagao (4.2).
Passo 2 - Redugao: Na auséncia de um novo valor de confianga C;,; pelo cliente n;
durante o intervalo de tempo de monitoramento 7'm, reduza o seu valor de confianca
local 7(s;,n;)" por meio da Equagéo (4.3).

Por fim, vale destacar que os parametros 3, 6 e T'm presentes no médulo de agregacao
do valor de confianca sao ajustaveis, o que permite uma maior flexibilidade para o me-
canismo proposto. O parametro  possibilita ajustar o coeficiente de suavizacao para a
agregacao do valor de confianga local, enquanto ¢ permite ajustar a taxa de reducao para
o fator de esquecimento e T'm o intervalo de tempo para monitorar se um cliente recebeu
ou nao um novo valor de confianca. A definicdo dos valores para esses parametros serd

apresentada no Capitulo 5.

4.2.4 Gerenciamento das Listas

O moédulo de gerenciamento das listas é responsavel por direcionar o fluxo de trafego de
rede dos clientes as listas locais do switch, conforme os seus comportamentos (valor de
confianga) na rede, para dar preferéncia (priorizac¢ao) ao trafego dos clientes legitimos e

bloquear (descartar) o trafego malicioso. Essa estratégia de mitigagdo garante maior dis-
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ponibilidade da rede para os clientes legitimos, bem como a redu¢do do encaminhamento
de trafego malicioso ao controlador, garantindo maior disponibilidade e qualidade de ser-
vigo para os clientes legitimos. O fluxo de trafego de rede dos clientes pode ser gerenciado
em trés listas locais distintas presentes no switch P4, nas quais possuem diferentes acoes

conforme o comportamento dos clientes, como mostra a Figura 4.5.

v I

®&—>» nio priorizado —>» confianca

+_I

bloqueio

Figura 4.5: Transi¢do dos fluxos de rede entre as listas presentes nos switches.

O fluxo de trafego de rede de um cliente ainda nao classificado pelo médulo de classi-
ficacao, assim como o fluxo de um cliente classificado como legitimo, mas que ainda nao
atingiu um determinado nivel de confianca, é categorizado como nao priorizado. Os flu-
xos desses clientes sao adicionados a lista denominada “nao priorizado”, e encaminhados
aos seus destinos sem nenhuma prioridade associada quando gerenciado pelo switch P4.
A medida que os clientes se mantém ativos na rede e com bons niveis de confianca, os
seus fluxos de trafegos podem ser gerenciados pela lista de prioridade denominada “confi-
anca”, caso os valores de confianga dos clientes estejam acima do limiar de confiabilidade
estabelecido para a lista de prioridade. Esta lista proporciona tratamento preferencial
(priorizacao) ao fluxo de trafego do cliente classificado como legitimo, proporcionando
maior velocidade no processamento de encaminhamento dos pacotes de rede.

Conforme o comportamento dos clientes altera ao longo do tempo, os seus fluxos po-
dem ser gerenciados novamente pela lista de nao priorizado, se estiverem abaixo do limiar
de confiabilidade estabelecido, perdendo assim a prioridade associada anteriormente (ca-
racteristica exclusiva dos clientes pertencentes a lista de confianga), ou serem bloqueados
quando apresentarem comportamentos maliciosos que resultam em uma classificacao de
trafego malicioso, sendo gerenciados agora pela lista denominada “bloqueio”.

A lista de bloqueio trata dos fluxos de trafegos de clientes classificados como maliciosos.
Assim, os clientes gerenciados por essa lista, tém o seu trafego descartado para prevenir
possiveis ataques ou comportamentos que comprometam a disponibilidade dos recursos da
rede. E adotado um bloqueio temporério para evitar a penalizacio indevida de clientes

legitimos, garantindo que o bloqueio seja mantido para aqueles que, de fato, exercem
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atividades maliciosas. Desta forma, ao ser adicionado a lista de bloqueio, o cliente tem
seu fluxo de trafego de rede descartado temporariamente e, apds o término do bloqueio,
pode ser realocado para a lista (ndo priorizado), onde seus novos fluxos serao atendidos
sem qualquer prioridade associada, permitindo uma reavaliacao do seu comportamento
na rede.

Nota-se que a lista de prioridade (confianca) requer um limiar de confiabilidade para
que os fluxos de trafego de rede dos clientes legitimos sejam priorizados em relacao ao
trafego dos demais clientes, definindo a sensibilidade do mecanismo proposto. Assim,
cada switch s; € S define inicialmente o seu valor de confianca médio com base nos
clientes legitimos que estao sob sua geréncia. Os clientes legitimos sao representados pelo
conjunto L = {n},n,,---,n.}, onde z < |N|, um subconjunto de N composto pelos

clientes considerados legitimos. A confianga média de clientes legitimos é definida como:

L]

Cm = ‘Ll Z T(S;, N , (44)

onde C'm é o valor médio de confianca local dos clientes legitimos conectados ao switch
si, |L| o mimero de clientes legitimos do conjunto L e 7(s;,n;)" o valor de confianca local
atribuido pelo switch s; ao cliente legitimo n; no instante t. Em seguida, o switch s;

estabelece o limiar da sua lista de confianca por meio da seguinte equacao:

Th(s))'=a-Cm+ (1 —a)-Th(s)", (4.5)

onde Th(s;)! é o limiar, C'm é a confianca média local calculada pela Equagao (4.4)
e Th(s;)"™! ¢ o limiar de confianca calculado anteriormente, ¢ a é um coeficiente de
suavizagao. O coeficiente v assume valores no intervalo (0 < < 1). Um valor de o mais
alto implica um peso maior em valores recentes, em contraste com os valores calculados
anteriores em Th(s;)!. No entanto, um valor de o mais baixo implica em um peso maior
nos valores anteriores de Th(s;)!, em contraste com o valor médio atual de confianga.
Assim, o limiar pode ser ajustado conforme as caracteristicas da rede.

O Algoritmo 2 é executado em cada um dos switches s; € S e mostra o funcionamento
do gerenciamento das listas locais nos dispositivos de encaminhamento para coordenar
os clientes conectados a rede SDN. Para alocar o cliente n; a uma das listas locais do
switch s;, utiliza-se o valor de confianga local 7(s;, n;)" atribuido a esse cliente no instante
t pelo switch s;, computado por meio da Equagao (4.2), tendo como base os valores
de confianca C,,; obtidos durante a classificagao dos seus fluxos de rede pelo mé6dulo
(classificagao). Prlmelro é calculado o limiar de confianga T'h(s;)" para a lista de confianca
do switch s; por meio da Equagao (4.5), considerando os valores de confianga locais dos

clientes classificados como legitimos pelo switch s;. Assim, se o valor de confianca local
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7(s4,n;)" do cliente n; pertencente a lista de ndo priorizado estiver acima do limiar Th(s;)’,
ele é promovido a lista de confianca para ter o seu trafego priorizado em relacao ao
trafego dos clientes presentes na lista de nao priorizado. Essa promocao indica que o
cliente demonstrou um comportamento confiavel, atendendo aos critérios estabelecidos
para a priorizagao do seu trafego na rede, como ser classificado como legitimo e manter
um histérico consistente de atividades sem indicios de comportamentos maliciosos. No
entanto, a permanéncia na lista de confianga nao é definitiva, pois o valor de confianca
local 7(s;,n;)" do cliente n; continua sendo atualizado a medida que os seus novos fluxos
sao classificados na rede pelo médulo (classificacdo). Caso o cliente n; pertencente a
lista de confianga apresente mudancas em seu comportamento, como variagoes no padrao
de trafego ou sinais de possiveis atividades suspeitas, seu valor de confianga C,, pode
diminuir afetando o seu valor de confianca local 7(s;,n;)!, e ele pode ser movido para
a lista de ndo priorizado se o valor de confianga local 7(s;,n;)" for igual ou inferior ao
limiar de confianca T'h(s;)!. Por fim, se o cliente n; for classificado como malicioso pelo
modulo (classificagdo), ou seja, o seu fluxo de trafego de rede apresenta caracteristicas
associadas a ataques, ele sera adicionado a lista de bloqueio e permanecera bloqueado
por um determinado periodo de tempo W. Assim, o cliente n; relacionado a lista de
bloqueio tem o seu trafego de rede descartado de forma imediata, mantendo assim o
servigo para aqueles que atendem ao nivel de confianga estabelecido (clientes legitimos)
para o mecanismo proposto.

Por ultimo, vale ressaltar que os parametros o e ¥ presentes no médulo de gerencia-
mento das listas sao ajustaveis, permitindo uma configuracao mais personalizada para o
mecanismo proposto. O parametro o permite ajustar o peso dado aos valores de confianca
locais para a definicdo do limiar de confianca da lista de confianca, enquanto ¥ é o tempo
de bloqueio que estara associado ao cliente adicionado a lista de bloqueio. A defini¢ao

dos valores para esses parametros serd apresentada no Capitulo 5.

4.2.5 Gerenciador de Envio

O modulo (gerenciador de envio) é responsavel por encaminhar ao plano de controle o
valor mais recente de confianga local dos clientes presentes nas listas locais do switch, por
meio de pacotes personalizados, chamado de pacote de relatorio, organizados em janelas
de observacao.

Os valores de confianca local dos clientes sao calculados ao longo das suas participacoes
na rede por meio da Equagao (4.2), para refletir o comportamento local de cada um na
rede. Esses valores sdo incluidos em um pacote de relatorio, que consiste em um pacote

normal, cuja carga 1til é removida e cujo cabegalho padrao é personalizado, para reduzir o
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Algoritmo 2: Gerenciamento das listas locais do switch s; € S

Entrada: Valor de confianca local 7(s;,n;)", que o switch s; possui em relagdo ao
cliente n; no instante de tempo ¢, calculado por meio da Equagao (4.2), obtido com
base nos valores de confianca C,,; associados aos fluxos de rede classificados desse
cliente.
Saida: Alocacao do cliente n; a lista local do switch s; conforme a sua classificacao
e valor de confianga local 7(s;,n;)".
Passo 1 - Limiar de Confianga: Calcule o limiar de confianga local Th(s;)! da
lista de confianca por meio da Equacao (4.5).
Passo 2 - Lista de Nao Priorizado: Para o cliente n; que pertenca a lista de nao
priorizado, compare o seu valor de confianca local 7(s;, n;)" com o limiar de confianga
Th(s;)" da lista de confianga.

« Passo 2.1: Se 7(s;,n;)" > Th(s;)!, entao adicione o cliente n; a lista de

confianca e remova-o da lista de nao priorizado.

Passo 3 - Lista de Confianga: Para o cliente n; que pertenca a lista de confianca,
compare o seu valor de confianga local 7(s;,n;)" com o limiar de confianga Th(s;)".

« Passo 3.1: Se 7(s;,n;)" < Th(s;)!, entdo adicione o cliente n; a lista de ndo

priorizado e remova-o da lista de confianca.

Passo 4 - Lista de Bloqueio: Para o cliente n; classificado como malicioso
pelo switch s;, adicione o cliente em questao a lista de bloqueio e defina o seu tempo
de bloqueio V.

seu tamanho e garantir que o foco seja nas informacoes de controle a serem encaminhadas

ao controlador, como mostra a Figura 4.6.

cabegalho padrao_h {
versao; cabecalho personalizado_h {
comprimento; cliente_1 <valor_confianca>;

protocolo; ,::> cliente_2 <valor_confianca>;

enderego ip de origem; cliente_n <valor_confianca>;
endereco ip de destino; }

Carga Util

Figura 4.6: Transformacao do cabecalho de um pacote normal em um cabecalho perso-
nalizado.

Para armazenar os valores de confianca local dos clientes presentes na rede, é realizada
a copia de um pacote normal presente no switch, pois devido a limitagoes no dispositivo
de encaminhamento programavel, a geracao espontanea de pacotes nao ¢ possivel. Para
resolver essa limitacao, foi utilizada a funcao clone da linguagem P4, que permite fazer
uma coépia de um pacote no switch e, em seguida, encaminha-lo com as alteragoes apli-
cadas [104]. Dessa maneira, o pacote original ndo é afetado pela clonagem, seguindo o

caminho inicial, enquanto a cépia é modificada para refletir as novas atualizagoes e ser

o7



enviada ao controlador. Apds a copia, o cabecalho padrao desse novo pacote é personali-
zado, substituindo-o pelas novas informacoes, que agora incluem os valores de confianga
local computados pelos switches para os clientes. Esse novo cabecalho é estruturado de
forma a incluir a identificagdo de cada cliente (endereco IP) e o valor de confianga local
de cada um (7(s;,n;)"), permitindo que as informagoes sejam processadas de maneira
eficiente pelo controlador.

Foram utilizadas janelas de observagao para organizar e otimizar o fluxo de coleta e
envio do pacote de relatério com os valores de confiancga local dos clientes, assegurando que
esse pacote seja enviado com a frequéncia necesséria e priorizada, mas sem sobrecarregar o
sistema de comunicagao entre o plano de dados e o plano de controle. O uso dessas janelas
possibilita que as informagoes sejam atualizadas e enviadas regularmente, mantendo o
plano de controle informado sobre o estado atual de cada dispositivo presente no plano
de dados.

O Algoritmo 3 ¢é executado em cada um dos switches s; € S e mostra o funcionamento
do moédulo (gerenciador de envio) para que os dispositivos de encaminhamento possam
encaminhar ao controlador o valor mais recente de confianca local dos clientes presentes
na rede SDN. O algoritmo recebe como entrada, o valor de confianca local 7(s;,n;)" de
cada um dos clientes n; € N geridos pelo switch s; em suas listas locais ao longo da
janela de observac¢ao w, para o médulo (gerenciador de envio). O passo 1 consiste em
realizar a copia de um pacote normal presente no switch s;, onde o cabecalho original
do pacote clonado é modificado para formar um novo cabecalho personalizado, contendo
a identificagdo dos clientes (enderego IP) e o valor de confianga local 7(s;,n;)" de cada
um deles gerido pelo switch s;. Os dados referentes a confianga local dos clientes sao
agregados em um unico pacote de relatério r, respeitando os limites do MTU (Mazimum
Transmission Unit) da rede, para evitar que ele seja fragmentado, minimizando atrasos,
melhorando a eficiéncia da rede e otimizando a transmissao das informagdes. Ao alcangar
esse limite, um novo pacote é clonado para continuar a inclusao dos dados restantes em um
novo pacote de relatério. Assim, em um pacote de relatério r temos um grupo de clientes e
seus respectivos valores de confianga local 7(s;, n;)" a serem reportados. O passo 2 consiste
no envio do pacote de relatério r com as estatisticas dos clientes para o controlador Cr
ao final de cada janela w, (seja ela por tempo ou por pacote). Vale ressaltar que, no caso
de janelas baseadas em pacotes, ou seja, de tamanho fixo, os dados podem ser enviados
ao controlador quando a janela atingir o tempo limite predefinido para o preenchimento
dos dados, no qual os dados acumulados sao enviados, mesmo que a janela nao esteja
completamente cheia. Esse processo possibilita uma transmissao estruturada e eficiente
das informagoes relacionadas a confianca local dos clientes ao controlador para a definigao

da confiancga global e a classificacao global, que serao apresentadas na proxima se¢ao. Em
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cada janela de observacao, o mecanismo deve ser capaz de continuar coletando os dados
e, a0 mesmo tempo, enviar os dados coletados na janela de observacao anterior para o

controlador.

Algoritmo 3: Gerenciador de Envio do switch s; € S

Entrada: Valor de confianga local 7(s;, n;)", para cada um dos clientes n; € N
coletados das listas locais do switch s; € S ao longo da janela de observagao w,,.
Saida: Pacote de relatério r, encaminhado ao controlador Cr pelo switch s;
contendo os valores de confianca local 7(s;,n;)" atribuido aos seus clientes.
Passo 1 - Clone e Agregacao:

e Passo 1.1: Clona um pacote normal do switch s; e personaliza o seu
cabecalho original e adiciona o valor de confianga local 7(s;,n;)" dos clientes
geridos pelo switch s; nesse cabegalho personalizado.

o Passo 1.2: Agrega os dados dos clientes em um tinico pacote de relatorio
r até o limite do MTU da rede.

Passo 2 - Envio: Envia o pacote de relatério r para o controlador C'r ao final da
janela de observagao w,.

Por fim, vale salientar que o tipo de janela de observagao w, (por exemplo, baseada
em tempo ou em pacotes) e o tempo limite, tempo este exclusivo para o preenchimento
das janelas baseadas em pacotes, sao ajustaveis, permitindo uma flexibilidade na confi-
guragao do mecanismo proposto. A definicado do tipo de janela e o tempo limite para o

preenchimento dos dados serd apresentada no Capitulo 5.

4.3 Procedimento 2: compartilhamento de informa-

coes globais por meio do plano de controle

Esta secao detalha os mdédulos presentes no procedimento 2 do mecanismo proposto. Os
objetivos desse procedimento consistem em definir, no plano de controle, a confianca glo-
bal dos clientes presentes nas listas locais dos switches e realizar o compartilhamento das
informagoes globais, organizadas em agoes de controle que incluem o bloqueio, a permissao
sem prioridade associada ou a priorizacao desses clientes, determinadas a partir do esta-
belecimento dessa confianga global, por meio do controlador para o envio aos dispositivos
de encaminhamento presentes no plano de dados, permitindo a tomada de decisao local
com base nas informagoes globais compartilhadas, promovendo uma abordagem hibrida

e abrangente para o mecanismo.
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4.3.1 Extracao dos Dados

O modulo de extragao dos dados busca extrair os cabegalhos dos pacotes de relatérios para
obter o valor mais recente de confianca local de cada cliente computados pelos switches e
organiza-los em uma estrutura de dados.

Para a realizacao das a¢oes do modulo de extracdo dos dados, é importante compre-
ender como os valores de confianca local dos clientes sdo extraidos e organizados para
andlise. A Figura 4.7 ilustra o funcionamento do moédulo, destacando as etapas de extra-
¢ao, organizacao e envio dos dados, permitindo uma integracao eficiente com os demais

modulos do procedimento 2.

Pacotes de
relatorios

------ o=
I I Extracéo dos _| Estrutura de
> A - Cabecalhos Dados
)
\
EEEER
EEEN Envio dos
mEmEm | Dados
EEEN
Matriz de

registros

Figura 4.7: Extracdao dos Dados.

Os pacotes de relatérios encaminhados pelo modulo gerenciador de envio contém o
valor de confianca local mais recente de cada cliente computados pelos switches, que
servirao como base para o calculo da confianca global de cada um na rede, etapa que
serd descrita mais adiante na Subsecao 4.3.2. Ao receber esses valores, o modulo extrai o
cabecalho personalizado dos pacotes de relatorios para obter as informacgoes dos clientes.
Essas informagoes sao organizadas em uma estrutura de dados (matriz de registros), onde
cada linha correspondera a um cliente e cada coluna, as suas estatisticas especificas, que
sao os valores de confianca local coletados dos switches no qual o cliente obteve um novo
valor de confianca local. A estrutura utiliza indices tinicos, para mapear cada cliente a um
indice especifico na matriz, garantindo acesso rapido e eficiente aos valores de confianga
local coletados. Por fim, os dados armazenados sao organizados e enviados ao modulo
(calcular a confianca global) em intervalos predefinidos.

A definicao do intervalo de tempo para o envio dos dados referentes aos valores de
confianca dos clientes ao médulo calcular a confianga global serd apresentada no Capitulo

5.
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4.3.2 Calcular a Confianca Global

O médulo (calcular a confianga global) é responsavel por determinar a confianga global dos
clientes da rede, refletindo a confiabilidade geral de cada um e, assim, classificando-os em
“Nao Confiavel”, “Parcialmente Confiavel” e “Confiavel”, permitindo que os dispositivos
de encaminhamento, presentes no plano de dados, tomem decisoes locais com base em
informagoes globais compartilhadas.

Combinar os diferentes valores de confianca local produzidos pelos clientes da rede
para representar uma confianca global apresenta alguns desafios, como a dindmica da
rede, no qual o comportamento de um cliente pode variar ao longo do tempo, exigindo
uma abordagem adaptativa que leve em conta mudancas recentes sem desconsiderar o
historico acumulado. Além disso, é necessario garantir que o processamento dos dados seja
rapido e com um baixo custo computacional, permitindo a tomada de decisdes em tempo
real, sem sobrecarregar os recursos da rede. Isso requer estratégias eficientes capazes de
lidar com esses dados, mantendo a precisao e a eficiacia na consolidacao das informacoes,
sem introduzir laténcia significativa que prejudique o desempenho geral do mecanismo
proposto.

A estratégia adotada por esse trabalho para superar os desafios listados anteriormente
foi a utilizacao da légica fuzzy, proposta por Lotfali Askar-Zadeh [102], que permite lidar
com a incerteza e a variabilidade de um conjunto de dados, modelando os resultados de
forma mais préxima a percepcao humana. Essa abordagem possibilita definir a confianca
global dos clientes de maneira flexivel, considerando as nuances e dindmicas da rede.
Com isso, torna-se possivel gerar uma classificacao global mais precisa dos clientes e
tomar decisoes com base na confianca global atribuida a cada um, aprimorando as agoes
de mitigacao e priorizacao na rede do mecanismo proposto.

A logica fuzzy é um sistema de légica que estende a logica classica ao lidar com
graus de verdade, em vez de valores bindrios [102]. Ao invés de classificar elementos
como pertencentes ou nao a um conjunto (verdadeiro ou falso), ela permite que elementos
tenham um grau de pertencimento aos conjuntos fuzzy, representados por valores no
intervalo entre 0 e 1, com base nas funcoes de inferéncia usadas, em que 0 significa que
um elemento nao pertence a determinado conjunto, 1 significa completa pertinéncia ao
conjunto, e valores entre 0 e 1 representam graus parciais de pertinéncias [111]. Assim, na,
logica fuzzy, um elemento pode pertencer a um conjunto com um certo grau de pertinéncia.
Essa abordagem permite modelar incertezas e situagoes que envolvem variabilidade ou
imprecisao, aproximando o raciocinio computacional ao raciocinio humano.

O sistema fuzzy desenvolvido para o mecanismo proposto possui as seguintes eta-
pas [111]:
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o Fuzzificagdo: os dados a serem analisados pelo mecanismo sao transformados em

uma variavel linguistica, que ¢é utilizada no sistema de inferéncia disponivel;

o Sistema de Inferéncia: a variavel linguistica proveniente do processo de fuzzi-
ficacao é aplicada a um conjunto de regras, produzindo uma variavel linguistica

relacionada a saida da inferéncia;

o Defuzzificagao: utiliza a variavel linguistica proveniente do sistema de inferéncia
e a converte em um valor nitido (crisp), conforme a estratégia de defuzzificacao que

esté sendo utilizada.

Na etapa de fuzzificagdo, os valores de confianca local dos clientes, provenientes do
modulo de extracao dos dados, sao organizados em uma variavel linguistica denominada
“confianca local”. Uma variavel linguistica representa uma variavel cujo valor nao é numé-
rico, mas sim descrito por termos linguisticos [112]. Dessa forma, os valores de confianga
locais sao organizados nos seguintes termos linguisticos: “alto”, “médio” e “baixo”, repre-
sentando o conjunto fuzzy de entrada denominado “Confianca Local”, tendo como base
os valores produzidos pelo médulo (agregagao do valor de confianga) para cada cliente
presente na rede. Cada termo é associado a uma funcdo de pertinéncia que define seu
grau de associacao em um intervalo continuo, entre 0 e 1.

A funcao de pertinéncia u é responsavel por definir o grau de associagdo de um valor
de entrada ao conjunto fuzzy [102, 113]. Essa fungdo mapeia os valores de confianca local
de cada cliente para um intervalo continuo de valores entre 0 e 1. O valor retornado pela
funcao indica o nivel de pertencimento do elemento ao conjunto fuzzy, em que 0 significa
que nao pertence, 1 pertence completamente e um valor entre 0 e 1 pertence parcialmente
com diferentes niveis de intensidade. Na literatura, ha diferentes tipos de funcoes de

pertinéncia para a andlise dos conjuntos fuzzy, como [114]:

o Triangular: a funcao triangular tem trés parametros: a, b e m. Sendo a onde
a funcao comeca, b onde ela termina e m o valor de x para o maximo grau de

pertinéncia, com valor p(z) = 1. A fungdo é dada pela seguinte equagao:

)

sexr <a
r—a)/(m—a) sexé€la,m]
b—x)/(b—m) sex & |m,b

se x > b.

(4.6)

~—~

o

o Trapezoidal: a funcao trapezoidal tem quatro pardmetros: a, b, m e g. Sendo a

o primeiro ponto da fungao, b o ultimo ponto onde p(x) é 0, e os pardmetros m e
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g representam o intervalo de pontos onde p(z) tem valor 1, representando o grau

maximo de pertinéncia. A funcdo é dada pela seguinte equacao:

ser<a

0
(x—a)/(m—a) sex € [a,m]

p(r) =41 se x € [m, g (4.7)
(b—2x)/(b—m) sex€[g,b]
0 se x> b.

» Gaussiana: a fungio gaussiana tem dois pardmetros: ¢ e 0. Sendo ¢ o centro (valor
onde p(x) é 1) e o é o desvio padrao, responséavel por controlar a largura da curva.
A funcao é dada pela seguinte equacao:

(z—c)?

plxr) =e 2% . (4.8)

A defini¢ao do tipo de funcao de pertinéncia e seus pardmetros para o conjunto fuzzy
de entrada para o sistema proposto exige uma analise cuidadosa dos valores de confianca
locais produzidos pelo médulo de agregacao do valor de confianca, presente no plano
de dados, no qual devem ser levadas em consideracao as caracteristicas dos dados, o
comportamento do trafego de rede observado e o custo computacional associado a cada
fungao. Assim, a fungado e seus parametros precisam ser definidos com base na andlise de
dados histéricos da rede coletados em um ambiente controlado, possibilitando definir o
tipo de fun¢ao e os parametros que melhor representam as caracteristicas do conjunto de
dados, representado pelos valores de confianca local dos clientes para o sistema proposto.
A escolha do tipo de funcao e de seus parametros sera apresentada no Capitulo 5.

Apo6s realizar o processo de fuzzificacdo, o conjunto de valores da variavel linguistica
(valores de confianga local de cada cliente) sao aplicados a um conjunto de regras para
serem submetidos ao sistema de inferéncia. As regras em um sistema fuzzy desempenham
o papel de modelar a logica por tras das decisoes, baseando-se na forma como os valores de
entrada (valores de confianca locais) interagem entre si. Essas regras sao estruturadas em
um formato do tipo SE-ENTAO, em que uma ou mais condicoes de entrada, chamadas de
antecedentes, sao avaliadas para produzir uma agao ou resultado correspondente, chamado
de consequente [115].

Assim, um conjunto de regras do tipo SE-ENTAO é definido para o mecanismo pro-
posto, para que o sistema fuzzy analise o conjunto de valores de confianca local de cada
cliente e realize a associagdo com as regras definidas para o modelo de avaliagdo (sistema

de inferéncia). As regras para o sistema fuzzy desenvolvido, foram definidas com base em
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conhecimento especializado sobre o sistema proposto, considerando as caracteristicas da
rede, como os padroes de comportamentos dos clientes, de modo a categorizar o valor de
confianga global do cliente em “Nao Confiavel”, “Parcialmente Confidvel” e “Confidvel”
para capturar nuances e variagoes no ambiente de rede, seguindo o modelo: SE valor de
confianca é Baixo, ENTAO o cliente ¢ Nao Confiavel; SE valor de confianca é Médio, EN-
TAO o cliente ¢ Parcialmente Confidvel; SE valor de confianca é Alto, ENTAO o cliente
é Confiavel. Assume-se que o cliente pode assumir qualquer valor de confianca dentro
de um intervalo continuo, entre 0 e 1, permitindo uma avaliagdo mais granular de seu
comportamento na rede.

Ap6s definir o conjunto de regras, o sistema de inferéncia ird processar e ativar as
regras estabelecidas com um grau méximo e minimo de pertinéncia para cada regra,
conforme o conjunto de valores de confianga local analisados para cada cliente, para que
o modelo transforme a variavel linguistica de entrada, ou seja, os valores de confianca
locais em uma variavel linguistica de saida que caracteriza o valor de confianca global do
cliente correspondente a uma funcdo de pertinéncia de saida (por exemplo, triangular,
trapezoidal ou gaussiana) definida e parametrizada para o sistema proposto, com base
na analise de dados histéricos do comportamento do trafego de rede em um ambiente
controlado, para formar o conjunto fuzzy de saida denominado “Confianga Global” [116].
A variavel linguistica para o conjunto fuzzy de saida é organizada nos seguintes termos
linguisticos: “Nao Confiavel”, “Parcialmente Confiavel” e “Confiavel”, para refletir os
diferentes niveis de confianca global que podem ser associados a um cliente da rede para
0 mecanismo proposto.

A etapa final do sistema fuzzy é o processo de defuzzificacdo, que consiste em traduzir
os valores da variavel de saida inferida pelo conjunto de regras em um valor crisp, que
corresponde a um tunico valor que melhor represente os valores fuzzy inferidos da variavel
linguistica de saida, associada a um dos termos linguisticos propostos para o conjunto
fuzzy de saida (Confianca Global) [116]. Esse valor corresponde a confianga global do
cliente na rede. A literatura dispoe de diferentes tipos de métodos de defuzzificacao,
como [114]:

o Centro de Gravidade: método que calcula o ponto de equilibrio de um conjunto
fuzzy, ponderando os valores de saida com base na area sob a curva de pertinéncia.
Dessa forma, o valor crisp é obtido calculando a média ponderada de todos os pontos

da funcao de pertinéncia.

« Maxima Pertinéncia: método que consiste em determinar o valor crisp que cor-

responde ao ponto em que a fungao de pertinéncia atinge seu valor maximo.
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o« Média Ponderada dos Maximos: método que produz um valor considerando
a média ponderada dos valores centrais ativados, onde os pesos sao os graus de

pertinéncia maximo de cada variavel linguistica de saida.

A definicdo do método para o processo de defuzzificagao do sistema proposto requer
uma andlise cuidadosa do custo computacional associado, considerando que estamos li-
dando com um controlador SDN, dispositivo que possui meméria e capacidade de proces-
samento limitadas [117]. Dessa forma, é essencial que o método a ser escolhido seja capaz
de combinar precisao e rapidez com um custo computacional reduzido, garantindo a efi-
ciéncia no processamento dos valores de confianca locais sem comprometer o desempenho
do sistema ou a integridade dos resultados. A escolha do tipo de método de defuzzificagao
para o mecanismo proposto serd apresentada no Capitulo 5.

Por fim, com o valor de confianga global calculado para cada cliente, o mecanismo
proposto pode determinar a acao de controle a ser tomada que pode incluir o bloqueio,
a permissao sem prioridade associada ou a priorizagao do fluxo de trafego de rede desse
cliente, com base na classificagdo do valor de confianga global obtido. Os detalhe dessas
acoes de controle relacionadas ao valor de confianca global do cliente estao descritas na

subsecao 4.3.3.

4.3.3 Disseminacao dos Dados

O médulo de disseminacao dos dados é responsavel por enviar aos switches as agdes de
controle referentes a confiabilidade global de cada cliente, por meio de pacotes personali-
zados, chamado de pacote de disseminacao, organizados em janelas de observacao.

As agbes de controle referentes ao valor de confianca global de cada cliente definido
pelo sistema fuzzy, correspondem as medidas a serem tomadas pelo mecanismo proposto
para aplicar a politica de restri¢cdo ou priorizacdo do fluxo de trafego de rede dos clientes
de maneira global. As agoes incluem bloquear (descartar) o fluxo de tréfego de rede para
o cliente classificado como “Nao Confiavel”, permitir o fluxo de trafego de rede daquele
classificado como “Parcialmente Confiavel”, porém sem prioridade associada, ou priorizar
o fluxo de trafego de rede para aquele classificado como “Confidvel”. Essas agdes sao
incluidas em um pacote de disseminacao, cuja estrutura de cabecalho é personalizada
para atender as demandas do mecanismo proposto, como mostra a Figura 4.8.

Para armazenar as a¢oes de controle referentes a cada cliente de rede analisado, é criado
um pacote a ser enviado pelo controlador para os dispositivos de encaminhamento, que
contém a identificacdo dos clientes (endereco IP) e as respectivas agoes de controle para

cada um. Esse formato permite que as informacgoes sejam processadas de maneira eficiente
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cabecgalho personalizado_h {
cliente_1 <acao>;
cliente_2 <acao>;

cliente_n <acao>;

Figura 4.8: Cabecalho de um pacote de disseminagao.

pelos dispositivos de encaminhamento, garantindo uma resposta agil e coordenada as
condigoes dinamicas da rede.

Foram utilizadas janelas de observacao para a organizacao e envio dos pacotes de
disseminacdo. Ao realizar a disseminacdo das informacgoes relacionadas a politica de res-
trigdo ou priorizacao do fluxo de trafego de rede dos clientes, procura-se fazer com que os
dispositivos de encaminhamento possam tomar decisoes localmente com base nas agoes in-
formagoes globais compartilhadas, promovendo uma abordagem coordenada, abrangente
e rapida para conter o ataque DDoS em toda a rede.

O Algoritmo 4 ¢é executado no controlador Cr e mostra o funcionamento do moédulo
(disseminacao dos dados) para enviar aos switches as agoes de controle dos clientes pre-
sentes na rede SDN. O algoritmo recebe como entrada a acao de controle de cada um dos
clientes n; € N, definida com base no valor de confianga global de cada um, estabelecido
pelo sistema fuzzy presente no médulo (calcular a confianga global), com dados coletados
ao longo da execucao da janela de observacao w, para o médulo de disseminacao dos
dados. O passo 1 consiste em criar o pacote de disseminac¢ao d por meio do controlador
C'r, cujo cabecalho desse pacote é personalizado, contendo a identificagdo de cada cliente
(enderego IP) e as suas respectivas agoes de controle definidas pelo sistema fuzzy. Os
dados referentes as agdes de controle sao agregados em um unico pacote de disseminagao
d, respeitando os limites do MTU da rede, a fim de evitar que ele seja fragmentado e cause
atrasos. Ao alcancar esse limite, um novo pacote de disseminacao é criado para continuar
a inclusao dos dados restantes. Assim, em um pacote de disseminacao d temos um grupo
de clientes e suas respectivas a¢oes de controle, a serem enviadas. O passo 2 consiste no
envio do pacote de disseminagao d para os switches ao final de cada janela w, (seja ela por
tempo ou por pacote). Para o caso de janelas baseadas em pacotes, ou seja, de tamanho
fixo, os dados podem ser enviados aos switches quando a janela atingir o tempo limite
predefinido para o preenchimento dos dados, no qual os dados acumulados sdo enviados,
mesmo que a janela nao esteja completamente cheia para possibilitar uma transmissao
estruturada e eficiente das informacoes relacionadas as a¢oes de controle dos clientes. Em

cada janela de observacao, o mecanismo deve ser capaz de continuar organizando os dados
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e, a0 mesmo tempo, enviar os dados organizados na janela de observacao anterior para
os switches. Assim, esses dispositivos poderao aplicar as a¢oes de controle recomendadas
contidas em cada pacote de disseminacao, proporcionando uma operacao mais eficiente e

coordenada por parte do mecanismo proposto.

Algoritmo 4: Disseminacao dos Dados realizada pelo controlador Cr

Entrada: Acao de controle para cada um dos clientes n; € N definida com base no
valor de confianga global estabelecido pelo sistema fuzzy, coletadas ao longo da janela
de observacao w,.
Saida: Pacote de disseminagao d, enviado aos switches pelo controlador C'r, contendo
as acoes de controle de cada cliente.
Passo 1 - Criar e Agregar:
o Passo 1.1: Cria um pacote de disseminacao d com cabecgalho personalizado
por meio do controlador C'r e adiciona as agoes de controle para os clientes
ao cabecalho personalizado.
o Passo 1.2: Agrega os dados dos clientes em um tnico pacote de
disseminacao d até o limite do MTU da rede.
Passo 2 - Envio: Envia o pacote de disseminacao d para os switches ao final da
janela de observacao w,,.

Por fim, cabe ressaltar que o tipo de janela de observacao w, (por exemplo, baseada
em tempo ou em pacotes) e o tempo limite, tempo este exclusivo para o preenchimento
das janelas baseadas em pacotes, sao ajustaveis, permitindo uma versatilidade na confi-
guragdo do mecanismo proposto. A definicao do tipo de janela e o tempo limite para o

preenchimento dos dados sera apresentada no Capitulo 5.

4.4 Consideracoes Finais

Neste capitulo, foi apresentado o mecanismo proposto para suprir as lacunas encontradas
na revisao do estado da arte. O mecanismo visa detectar e mitigar ataques DDoS volu-
métricos diretamente no plano de dados por meio de operagoes que possibilitem detectar
o fluxo do trafego de rede de clientes maliciosos por meio de um modelo de classificagao
com base no algoritmo aprendizagem de maquina Random Forest, e o uso de listas de
prioridade nos dispositivos de encaminhamento para priorizar o fluxo do trafego daqueles
com niveis de confiabilidades aceitaveis (legitimos) e bloquear (descartar) o trafego para
aqueles com baixo valor de confianga (maliciosos), para reduzir os atrasos no processo de
detecgao e confirmacgao desses ataques, o volume de mensagens de controle encaminhadas
ao controlador para realizar as a¢oes de deteccao e mitigagao, e evitar o bloqueio indis-
criminado dos clientes. O mecanismo também inclui um modelo de compartilhamento de

informagoes globais no plano de controle, organizadas em acoes de controle que incluem o
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bloqueio, a permissao sem prioridade associada ou a priorizacao dos clientes, determina-
das a partir do estabelecimento de uma confianga global calculado por um sistema fuzzy,
por meio do controlador para o envio aos dispositivos de encaminhamento, promovendo
uma abordagem hibrida que integra o plano de dados e de controle de uma rede SDN de
modo a possibilitar a tomada de decisoes locais baseadas em informagoes globais com-
partilhadas. No proximo capitulo, sera detalhado o ambiente experimental utilizado para
validar a eficdcia do mecanismo proposto, incluindo as métricas e os resultados observados

nos experimentos realizados.
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Capitulo 5

Resultados

Este capitulo apresenta as informacoes relacionadas a avaliacdo de desempenho do me-
canismo proposto descrito no Capitulo 4. Foi analisada a integracao entre os moédulos
presentes nos procedimentos do mecanismo e o seu desempenho quando comparado com
outro mecanismo presente no estado da arte, que também busca reduzir os impactos dos
ataques DDoS volumétricos. As secgOes a seguir apresentam o ambiente experimental, a
metodologia de avaliacao, as métricas utilizadas em nossa anélise e os resultados obser-

vados nos experimentos.

5.1 Configuracao e metodologia de avaliacao

Os experimentos foram realizados em um computador com sistema operacional Ubuntu
16.04 LTS, equipado com um processador Intel Core i7 de 3.0GHz e 16Gb de memo-
ria RAM. O ambiente SDN foi fornecido pelo emulador de rede Mininet na sua versao
2.3.0, que possibilita a criacao de uma rede com hosts virtuais, switches, controladores e
enlaces [50].

O mecanismo proposto recebeu o nome de “DataControl-ML”!, que reflete a sua ca-
pacidade de combinar a rapidez de processamento do plano de dados em conjunto com a
visao global do plano de controle, proporcionando uma abordagem hibrida para o controle
e monitoramento eficaz do trafego de rede no combate aos ataques DDoS volumétricos. O
DataControl-ML foi comparado com o mecanismo desenvolvido por Gonzdalez et al. [18],
denominado Bungee-ML, que também busca reduzir os impactos causados pelos ataques
DDoS volumétricos. Esse mecanismo foi escolhido para comparacao por adotar uma abor-
dagem hibrida semelhante, utilizando a cooperacao entre o plano de dados e de controle

para otimizar a resposta a esses possiveis ataques.

'Repositério de implementacdo do mecanismo proposto disponivel em: https://github.com/
ranyelsoncarvalho/DataControl-ML
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O conjunto de dados CICDDo0S-2019 [118], fornecido pelo Canadian Institute of Cy-
bersecurity - University of New Brunswick in Fredericton foi utilizado para a realizacao
dos experimentos. Embora seja uma base de dados com mais de cinco anos, sua es-
colha ainda se justifica por continuar sendo uma das principais referéncias em estudos
voltados a deteccdo e mitigacao de ataques DDoS, devido a sua abgrangéncia, realismo
e qualidade na representacao de diferentes tipos de trafegos, tanto malicioso quanto le-
gitimo [119, 120, 121]. Sua utilizagdo contribui para uma avaliagdo mais consistente do
mecanismo proposto, permitindo a comparacao com trabalhos da literatura e a validacao
dos resultados obtidos. Essa base de dados contém diferentes ataques DDoS volumétricos,
mas, para nossos experimentos, foram selecionados apenas os ataques DNS-Flood, UDP-
Flood e SYN-Flood, devido a sua predominancia e impacto significativo em cenarios reais
de ataques DDoS [122]. Esses tipos de ataques exploram vulnerabilidades na comunicagao
entre dispositivos para sobrecarregar os recursos da rede, causando indisponibilidade de
servigos por meio de um grande volume de trafego.

Os trés ataques selecionados (DNS-Flood, UDP-Flood e SYN-Flood) do conjunto de
dados CICDDo0S-2019 apresentam comportamentos que incluem a falsificacdo de endere-
¢os IP de origem, o uso de enderecos IP tinicos, picos e rajadas de trafego com intensidades
variaveis, gerando flutuagoes no volume total de dados transmitidos, tornando mais desa-
fiador para o mecanismo de seguranca desenvolvido diferenciar o trafego de rede legitimo
do malicioso. Para a validagao do mecanismo proposto, o conjunto de dados foi dividido
em 70% para treinamento e 30% para teste. A Tabela 5.1, apresenta o volume de paco-
tes legitimos e maliciosos para os ataques selecionados do conjunto de dados utilizado,

permitindo que o mecanismo proposto seja avaliado sob fortes condig¢oes de ataque.

Tabela 5.1: Volume de pacotes legitimos e maliciosos.

Tipo de Pacotes Pacotes | Total de

Ataque | Maliciosos | Legitimos | Pacotes
DNS-Flood 1843224 395634 2238858
UDP-Flood 1362649 312334 1674983
SYN-Flood 1042131 204658 1246789

A selecao dos atributos mais representativos do conjunto de dados CICDDo0S-2019
adotados nos experimentos deste trabalho, foi orientada por meio da analise da matriz
de correlagao. FEssa técnica estatistica permite identificar o grau de associagao (relaci-
onamento) entre duas varidveis e a intensidade dessa associagao, auxiliando na escolha
daqueles atributos que possuem maior influéncia na representacao dos padroes de trafego,
especialmente no contexto da detecgao de ataques DDoS [123]. Esse grau é obtido por meio
do coeficiente de correlagao, que varia de —1 a 1, onde 1 indica uma correlacido positiva

(as duas variaveis correlacionadas crescem simultaneamente), —1 indica uma correlagao
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negativa (& medida que uma varidvel aumenta, a outra diminui) e 0 aponta auséncia
de correlagdo (uma varidvel ndo tem efeito sobre a outra) [124]. Essa anélise contribui
para reduzir a dimensionalidade do conjunto de dados, eliminar atributos redundantes e
melhorar o desempenho do modelo de classificacao.

A Figura 5.1 mostra a correlagdo entre os principais atributos de cada fluxo, dispo-
niveis no conjunto de dados utilizado e passiveis de serem implementados em um switch
habilitado para a linguagem P4, no qual se pode observar que alguns atributos possuem
uma forte correlagao positiva, ou seja, tém uma relagao direta, como protocolo (Protocol)
e o tamanho médio dos pacotes (Packet Length Mean), duragiao do fluxo (Flow Duration)
e o tempo médio entre dois pacotes enviados no fluxo (Flow IAT Mean), total de pacotes
encaminhados na diregao direta (Total Fwd Packets) e o total de pacotes encaminhados
na diregao inversa ( Total Backward Packets). Essas correlagoes fornecem informagoes im-
portantes para o entendimento da base de dados, permitindo a otimiza¢ao do desempenho

dos mecanismos de detecgdo e aprimorando a precisao na classificagdo do trafego de rede.
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Figura 5.1: Matriz de correlacao dos atributos mais representativos do conjunto de dados
CICDDoS-2019.

Apoés a andlise da matriz de correlagdo (Figura 5.1), optou-se por selecionar os atri-
butos com base no grau de associacao identificado por meio da correlagdo positiva entre

eles, para compor os registradores do switch P4, conforme mostrado na Tabela 5.2. Foram
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utilizados 22 registradores para o armazenamento dos valores dos atributos extraidos dos
fluxos de rede dos clientes para o uso no processo de treinamento e classificagao do modelo
de predicao. Adicionalmente, sao empregados 5 registradores especificos para armazenar
os campos da 5-tupla (IP de origem/destino, porta de origem/destino e protocolo), utili-

zados apenas para identificar um fluxo na rede de um cliente, nao sendo considerados no

treinamento do modelo.

Tabela 5.2: Lista de atributos para compor os registradores do switch P4.

Num. Atributo Descricao
1 Source IP IP de origem
2 Source Port Porta de origem
3 Destination IP IP de destino
4 Destination Port Porta de destino
5 Protocol Protocolo
6 Flow Duration Duragao do fluxo
7 Total Fwd Packets Total de pacotes encaminhados na direc¢do direta
8 Total Bwd Packets Total de pacotes encaminhados na dire¢ao inversa
9 Total Length of Fwd Packets Tamanho total do pacote na direcao direta
10 Total Length of Bwd Packets Tamanho total do pacote na dire¢do inversa
11 Flow Bytes/s Nuamero de bytes de fluxo por segundo
12 Flow Packets/s Numero de pacotes de fluxo por segundo
13 Flow IAT Mean Tempo médio entre dois pacotes enviados no fluxo
14 Fwd IAT Total Tempo total entre dois pacotes enviados na diregdo direta
15 Fwd IAT Mean Tempo médio entre dois pacotes enviados na diregdo direta
16 Bwd IAT Total Tempo total entre dois pacotes enviados na direc¢do inversa
17 Bwd IAT Mean Tempo médio entre dois pacotes enviados na dire¢do inversa
18 Fwd Header Length Total de bytes usados para cabegalhos na direcdo direta
19 Bwd Header Length Total de bytes usados para cabegalhos na direcao inversa
20 Fwd Packets/s Numero de pacotes encaminhados por segundo
21 Bwd Packets/s Numero de pacotes de retorno por segundo
22 Packet Length Mean Tamanho médio de um pacote
23 SYN Flag Count Numero de pacotes com a flag SYN
24 RST Flag Count Numero de pacotes com a flag RST
25 ACK Flag Count Numero de pacotes com a flag ACK
26 URG Flag Count Numero de pacotes com a flag URG
27 Idle Mean Tempo médio em que um fluxo ficou ocioso antes de se tornar ativo

Para os experimentos, os pardmetros do DataControl-ML foram configurados com base
em avaliagoes empiricas obtidas em experimentos anteriores [29]. A Tabela 5.3 apresenta,
os parametros utilizados nos experimentos. Foram realizadas 5 simulagbes para cada
tipo de ataque DDoS volumétrico selecionado (DNS-Flood, UDP-Flood e SYN-Flood),
com o objetivo de avaliar a robustez do mecanismo proposto sob diferentes condi¢oes
de trafego e variacbes nos padrbes de comportamento dos clientes. A escolha por 5
repeticoes é uma pratica comum em experimentos com variabilidade moderada, sendo
util para fornecer estimativas estaveis, ao mesmo tempo que possibilita resultados mais
rapidos dos testes. Essa repeticdo permite uma avaliagdo mais confidvel do desempenho
do mecanismo proposto, reduzindo a influéncia de valores atipicos ou oscilagoes pontuais,
garantindo maior confiabilidade na andlise. Os resultados sdo apresentados com base na
média dos valores obtidos nessas simulagoes, acompanhada de um intervalo de confianga

de 95%. Cada simulagao teve duragao de 180 segundos, com o trafego legitimo sendo
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gerado continuamente ao longo de todo o periodo de simulacdao. Enquanto, o trafego

malicioso teve duragao de 60 segundos (60s - 120s).

Tabela 5.3: Lista de Pardmetros do DataControl-ML.

Parametro Valor
Numero de simulagoes 5
Tipos de Ataques DNS-Flood; UDP-Flood; SYN-Flood.
Tempo de cada simulagao 180 segundos
Inicio do ataque 60 segundos
Fim do ataque 120 segundos

Janela de observacgao (w):

*Coleta de Dados 150 fluxos ou 100ms

n__estimators = 10
max__depth =6
max__features = sqrt
min__samples__split = 6
min__samples_leaf = 4

0,5

Hiperparametros do algoritmo
de aprendizagem de maquina: Random Forest

Coeficiente de agregagio do valor de
confianga local (3)
Intervalo de tempo:

Fator de Esquecimento (7'm)
Coeficiente de redugao:
Fator de Esquecimento (4)
Coeficiente de suavizagao:
Lista de Confianga (o)
Tempo de Bloqueio (¥) 60 segundos
Janelas de Observagao (w):
*Gerenciador de Envio
*Calculo Confianga Global
*Disseminacao

15 segundos

0,9

0,5

250 pacotes ou 150ms

Baixo: trapezoidal (0;0;0,2;0,5)
Médio: triangular (0,2;0,5;0,8)
Alto: trapezoidal (0,5;0,8;1;1)

Nao Confidvel: trapezoidal (0;0;0,2;0,4)
Parcialmente Confidvel: trapezoidal (0,2;0,4;0,6;0,8)
Confidvel: trapezoidal (0,6;0,8;1;1)

Se o valor de confianga é Baixo, entdo o cliente é Nao Confidvel.

Funcgéo de pertinéncia:
Conjunto Fuzzy (Confianga Local)

Funcao de pertinéncia:
Conjunto Fuzzy (Confianca Global)

Regra de Inferéncia Se o valor de confianga é Médio, entao o cliente é Parcialmente Confidvel.
Se o valor de confianga é Alto, entdo o cliente é Confidvel.
Método de Defuzzificacao Média Ponderada dos Maximos

A janela de observacao w para o médulo de coleta de dados foi definida como janela
por fluxo com um tamanho de 150 cada ou até atingir o tempo limite de 100ms para o pre-
enchimento dos dados. A escolha desse tamanho e limite de tempo para a janela porque
eles oferecem um tempo de processamento mais eficiente, permitindo a coleta de dados de
maneira agil sem comprometer o desempenho da rede e garantindo que os dados sejam ex-
traidos de forma continua e consistente. A classificacdo do trafego de rede é realizada pelo
algoritmo de aprendizagem de maquina do tipo supervisionado Random Forest, devido ao
seu alto grau de precisao e a reducdo do risco de overfitting [83], permitindo uma anélise
eficaz e a identificacdo de padroes complexos no trafego de rede. O algoritmo teve os hi-
perpardmetros otimizados por meio da fungao RandomizedSearchCV [107] para maximizar

o desempenho do mecanismo de detec¢do na tarefa de classificacao. Esses hiperparame-
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tros foram ajustados para os seguintes valores: n_ estimators = 10, max_depth = 6,
max__features = sqrt, min_ samples__split = 6, min__samples_leaf = 4.

O coeficiente de agregacao do valor de confiancga local foi ajustado para § = 0,5,
permitindo equilibrar as informagoes passadas e recentes do cliente, garantindo que tanto
os dados historicos quanto os mais recentes tenham peso semelhante no calculo do valor
de confianca local, assegurando uma avaliacao precisa e atualizada do comportamento
do cliente na rede. O intervalo de tempo para o fator de esquecimento é de Tm = 15
segundos e o coeficiente de reducao é de 6 = 0,9, de modo a priorizar os clientes mais
ativos e engajados na rede, permitindo que o mecanismo proposto ajuste dinamicamente
os valores de confianca com base no comportamento mais recente dos clientes.

O coeficiente de suavizagao para estabelecer o limiar da lista de prioridade (confianga) é
de a = 0,5, balanceando as informagoes atuais com as anteriores fornecidas pelos clientes.
O tempo de restricao para a lista de bloqueio é de ¥ = 60 segundos, a fim de permitir que
clientes com problemas de conectividade nao sejam penalizados na rede, permitindo que
esses clientes reconectem sem enfrentar penalidades prolongadas. As janelas de observagao
w para os moédulos de gerenciador de envio, calcular a confianca global e disseminagao
dos dados foram definidas para 250 pacotes ou até atingir o tempo limite de 150ms para o
preenchimento dos dados, pois proporcionam um processamento mais rapido e eficiente,
equilibrando a capacidade de capturar e organizar as informacgoes dos clientes.

Para os conjuntos fuzzy, os tipos de fungdes de pertinéncia e seus respectivos parame-
tros foram escolhidos com base em uma avaliagao dos dados histéricos coletados durante
o desenvolvimento do sistema fuzzy, de modo a atender as necessidades do mecanismo
em relacdo as demais disponiveis na literatura e reduzir o custo computacional. O sis-
tema fuzzy proposto utiliza o modelo Mamdani, ou seja, para todas as regras cujo grau
de relevancia da fungao de pertinéncia é maior que zero, elas contribuirao para o calculo
da saida correspondente do sistema de inferéncia [111]. As regras foram definidas com
base em conhecimento especializado sobre o sistema proposto, considerando as caracte-
risticas da rede coletadas durante o desenvolvimento do sistema fuzzy, como os padroes
de comportamentos dos clientes, de modo a capturar nuances e variagoes no ambiente
de rede, possibilitando decisoes mais precisas e adaptativas. O método de defuzzificacao
escolhido foi a média ponderada dos maximos, que considera o valor médio ponderado
dos valores centrais ativados, onde os pesos sao os graus de pertinéncia maximo de cada
varidvel linguistica de saida [114]. Esse método foi escolhido porque é capaz de combinar
precisao e rapidez com um custo computacional reduzido, tornando-se adequado para a
proposta deste trabalho, que utiliza um controlador SDN com memdria e capacidade de
processamento limitadas.

Os parametros de configuragdo do Bungee-ML (mecanismo presente no estado da
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arte) foram definidos conforme as recomendagoes dos autores [18]. A otimizagao dos
hiperparametros para o algoritmo de classificacao do trafego de rede do mecanismo seguiu
um processo semelhante ao adotado em nosso mecanismo proposto.

A Figura 5.2 apresenta a topologia de rede utilizada nos experimentos para a avaliacao

do mecanismo proposto.

Figura 5.2: Topologia de rede utilizada nos experimentos.

A topologia de rede consistiu em: i) sete dispositivos de encaminhamento; i) e um
controlador. Os dispositivos de encaminhamento S1, S7 e S5 sdao encarregados de execu-
tar os médulos do mecanismo de detecgdo/mitigacao (Procedimento 1) no combate aos
ataques DDoS volumétricos, enquanto o dispositivo de borda S6 ¢ responséavel por realizar
o roteamento do trafego de rede de entrada (composto por trafego malicioso e legitimo
proveniente de fontes externas) com base na faixa de endereco IP de origem para os dis-
positivos que possuem o mecanismo de seguranca, conforme apresentado na Tabela 5.4.
Cabe destacar que, neste estudo, considera-se exclusivamente o cenario de ataques exter-
nos, nao sendo analisados ataques originados dentro da propria rede. Assim, o dispositivo
S6 opera roteando os pacotes, sem os enviar ao controlador para o preenchimento da
tabela de fluxo. Dessa forma, ele encaminha os pacotes conforme a rota correspondente
para os dispositivos que possuem o mecanismo de seguranca. A sub-rede C é o alvo dos
ataques DDoS, ela é gerenciada pelo dispositivo S3. O controlador possui os médulos do
mecanismo (Procedimento 2) para definir o valor de confianga global dos clientes e realizar
o compartilhamento das agoes de controle com base nesse valor para os dispositivos de
encaminhamento.

A ferramenta Tepreplay [125] foi utilizada para replicar o trafego de rede do conjunto

de dados CICDDo0S-2019 no ambiente de teste. Essa ferramenta permite a reproducao
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Tabela 5.4: Tabela de roteamento do dispositivo S6.
Faixa de IP de origem Acao
0.0.0.0/8 até 85.0.0.0/8 | Encaminhar para S1
86.0.0.0/8 até 170.0.0.0/8 | Encaminhar para S7
171.0.0.0/8 até 255.0.0.0/8 | Encaminhar para S5

de pacotes de redes a partir de arquivos no formato pcap (Packet Capture) [126], que
armazenam pacotes de dados capturados de uma rede de computadores, preservando as
caracteristicas do trafego capturado, como os enderecos IP, protocolos utilizados e os dados
transportados. Com isso, foi possivel recriar, de forma realista, os cenarios de ataques
contidos na base de dados, possibilitando avaliar o desempenho e a eficacia do mecanismo
proposto em condigoes semelhantes as encontradas em situacoes reais de ataques DDoS, o
que contribui para validar a robustez do mecanismo frente a uma ampla gama de técnicas
de ataque utilizadas em cenarios reais.

As seguintes métricas sao utilizadas para avaliar o mecanismo proposto:

Variabilidade do valor de confianga local dos clientes: indica a variabili-
dade do valor de confianga local dos clientes (legitimos e maliciosos) ao longo da

simulacao.

Numero de pacotes encaminhados e descartados: descreve a quantidade de

pacotes encaminhados e descartados pelo mecanismo nas listas locais dos switches.

Confianca global e classificacao global: definicdo do valor de confianga global

e a classificacao global do cliente mediante o sistema fuzzy desenvolvido.

Desempenho da detecgao: indica o percentual de fluxos legitimos e maliciosos
que o mecanismo classificou corretamente, obtido através da acuracia (ntimero de
classificagbes corretas realizadas pelo modelo em relagdo ao ntmero total de previ-
soes realizadas), precisdo (representa a proporcao de previsdes corretas para uma
classe especifica em relagao ao nimero total de previsoes realizadas para essa classe),
recall (simboliza a proporcao de dados relevantes que o modelo consegue encontrar)
e Fl-score (combina a precisao e recall em uma tnica medida para avaliar o de-
sempenho do modelo de classificacdo, proporcionando um equilibrio entre ambas as

métricas).

o« Tempo de detecgao: tempo decorrido entre o inicio do ataque e a sua detecgao

(confirmagao do fluxo de rede como malicioso) por parte do mecanismo proposto.
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« Tempo de convergéncia: tempo decorrido desde o inicio do tempo de recebimento
de um pacote de disseminacao até o momento em que todos os switches possuem as

mesmas informacoes de controle desse pacote.

e Volume de mensagens de controle: niimero de pacotes modificados encaminha-
dos (pacote de relatério e de disseminacao) entre o switch e o controlador, tanto
do switch para o controlador quanto do controlador para o switch, para executar as

acoes de detecgao e/ou mitigagao.

» Eficicia da mitigacao: indica o percentual de Verdadeiros Positivos (VP): pro-
porc¢ao de pacotes provenientes de enderegos I[P maliciosos que foram realmente des-
cartados; e Falsos Positivos (FP): propor¢ao de pacotes provenientes de enderegos

IP legitimos que foram descartados indevidamente.

« Consumo de CPU e meméria: indica a quantidade de processamento (CPU e
memoria) que o mecanismo requer para executar as agoes de detecgao e mitigagao

desenvolvidas.

5.2 Resultados

Nesta secao, sao discutidos e analisados os resultados alcancados pelo mecanismo pro-
posto no combate aos ataques DDoS volumétricos. Inicialmente, analisou-se a integragao
entre os moédulos presentes nos procedimentos do mecanismo para a realizacao das agoes
de deteccao e mitigacao. Em seguida, realizou-se uma comparacao entre o mecanismo

proposto e uma abordagem presente no estado da arte.

5.2.1 Integracao entre os médulos presentes nos procedimentos

do mecanismo proposto

Os resultados apresentados a seguir foram obtidos a partir do experimento realizado du-
rante o ataque SYN-Flood, presente no conjunto de dados analisado CICDDo0S-2019. O
objetivo desse resultado ¢ demonstrar a integragao entre os modulos presentes nos pro-
cedimentos do mecanismo proposto para a realizacao das a¢oes de deteccao e mitigacao,
apresentando a funcao de cada médulo no processo, desde a coleta e analise dos dados de
trafego até a aplicagdo das medidas de contencao. Para isso, analisou-se o comportamento
de dois clientes com padroes de trafego de rede distintos. O primeiro cliente (1) apre-
senta um padrao de comunicagao estavel e consistente ao longo do tempo, representando
o trafego legitimo. J4 o segundo cliente (2) é responsavel pelo ataque DDoS em questao,

caracterizado por um grande volume de requisi¢oes em um curto intervalo de tempo.
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A analise dos resultados dessa subsecdo sera guiada por métricas como o valor de
confianca local de cada cliente ao longo do tempo, o nimero de pacotes encaminhados e
descartados conforme as listas locais do switch as quais os clientes estao associados, além
do valor de confianga global e a classificagao global atribuida a esses clientes. Dessa forma,
primeiro serd explicado como os modulos presentes no mecanismo proposto contribuem
para a visualizacao dos dados relacionados as métricas citadas anteriormente. Em seguida,
¢ explicado os resultados obtidos por cada cliente durante a realizacao do experimento.

A Figura 5.3 mostra a variabilidade dos valores de confianga local dos clientes na rede

ao longo do tempo do experimento, que durou 180 segundos.

—e— Cliente 1 Cliente 2

1.0

0.8

Valor de Confianga
o
o

o
IS

0.2 1

0.0 1

0 25 50 75 100 125 150 175
Tempo (s)

Figura 5.3: Variabilidade do valor de confianca local dos clientes.

Os valores de confianca atribuidos aos clientes, observados na Figura 5.3 pelo meca-
nismo proposto, sao resultados da acao conjunta dos modulos de coleta de dados, classifi-
cagdo e agregacao do valor de confianga, ambos presentes no plano de dados. O primeiro
modulo coleta os dados de pacotes de rede dos clientes, como o tamanho do pacote em
bytes, o nimero de pacotes encaminhados, as flags de controle, etc., agrupa-os em fluxos
especificos identificados pela 5-tupla (IP de origem/destino, porta de origem/destino e
protocolo), em seguida, encaminha essas informagoes para o segundo moédulo (classifica-
¢ao).

O médulo de classificagao analisa os dados recebidos, atribui uma classificagao (legi-
timo ou malicioso) por meio do algoritmo de aprendizagem de maquina (Random Forest)
para cada fluxo de rede do cliente e, em seguida, o método Platt Scaling determina um
valor de confianga para a classificacao realizada, tendo como base o comportamento do
fluxo desse cliente. Assim, quanto mais alto o valor de confianca (préximo a 1), maior a
indicacao de que o cliente apresenta um comportamento consistente, regular e alinhado

as caracteristicas de um cliente legitimo, sem evidéncias de acoes maliciosas. Esse valor
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reflete a probabilidade de o cliente estar agindo de forma confidvel, contribuindo para uma
analise mais precisa e eficaz no processo de tomada de decisao sobre a sua priorizacao ou
restricao na rede. Para valores préximos a 0, indica-se que o cliente possui comportamento
potencialmente malicioso. Por fim, a cada novo valor de confianca obtido pelos clientes
durante o periodo de simulagdo, o terceiro médulo (agregagdo do valor de confianca) se
encarrega de formar um valor de confianca local para esse cliente para representar, de
maneira mais consistente e estavel, o comportamento local de cada cliente ao longo do
tempo. Esse valor reflete tanto as caracteristicas recentes quanto o historico do trafego
de rede do cliente, permitindo uma analise equilibrada que reduz o impacto de flutuacoes
momentaneas.

Observa-se na Figura 5.3 que o cliente 1 apresentou um valor de confianga alto em
razao do seu comportamento consistente, caracterizado por padroes de trafego regulares.
Entre esses padroes, destacam-se o envio e recebimento de pacotes dentro dos limites
esperados para uma comunica¢ao normal, auséncia de conexoes suspeitas e outros sinais
que poderiam indicar comportamento malicioso capaz de comprometer a seguranca da
rede. Nota-se que, no tempo 60s, ocorre o inicio do ataque, momento em que o trafego
malicioso do cliente 2 é detectado na rede pelo mecanismo. Devido ao comportamento
potencialmente malicioso, caracterizado por um volume massivo de requisi¢coes do tipo
SYN em um curto intervalo de tempo para um destino especifico (padrao tipico de um
ataque DDoS volumétrico), o mecanismo atribui a esse cliente um valor de confianga
baixo em razao da sua classificagdo como malicioso e aciona o procedimento de mitigacao,
bloqueando o cliente e descartando imediatamente o trafego malicioso gerado por ele,
que podera ser visto mais adiante. Esse resultado demonstra a capacidade do mecanismo
desenvolvido de observar o comportamento do fluxo de trafego de rede dos clientes e
caracteriza-los em tempo real, de forma eficiente e precisa.

A Figura 5.4 apresenta o nimero de pacotes encaminhados e descartados a cada se-
gundo pelo mecanismo, de acordo com o dispositivo de encaminhamento e a lista a qual
o cliente estd associado. A associagdo de cada cliente as listas é determinada com base
no valor de confiancga local calculado, que reflete o comportamento observado e orienta as
acoes de encaminhamento ou descarte a serem aplicadas pelo mecanismo.

A associagao dos clientes as listas presentes nos dispositivos de encaminhamento (Fi-
gura 5.4) decorre da acdo do médulo de gerenciamento das listas, presente no plano de
dados. Esse modulo atribui o fluxo de trafego de rede dos clientes presentes na rede em
trés listas locais: nao priorizado, confianca e bloqueio, conforme a classifica¢ao e o valor de
confianca local obtido por cada cliente durante a analise dos seus fluxos de redes. A lista
de “nao priorizado” engloba os pacotes encaminhados de clientes sem prioridade associ-

ada, como clientes legitimos que ainda nao atingiram o limiar de confianga estabelecido
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Figura 5.4: Numero de pacotes encaminhados e descartados de conforme a lista a qual o
cliente esta associado.

para a lista de confianga ou aqueles que ainda nao foram classificados pelo mecanismo.
A lista de “confianca” gerencia os pacotes provenientes de clientes com bons niveis de
confianga (legitimos), ou seja, que estdo acima o limiar de confiabilidade estabelecido,
proporcionando tratamento preferencial (priorizagdo) no encaminhamento de pacotes dos
clientes dessa lista. Por ultimo, a lista de “bloqueio” gerencia os pacotes dos clientes clas-
sificados como maliciosos (baixo valor de confianga), na qual realiza a agao de descarte
dos pacotes maliciosos.

Constata-se que o cliente 1 (Figura 5.4(a)), classificado como legitimo pelo mecanismo
proposto, possui um ntmero consideravel de pacotes encaminhados, o que estd direta-
mente relacionado ao seu comportamento estavel e consistente ao longo do tempo, como
a realizacao de conexoes TCP de maneira completa e a transmissao de dados dentro dos
padroes tipicos de trafego legitimo. Note que, inicialmente, os seus pacotes sdo gerencia-
dos pela lista de “nao priorizado”, mas, a medida que o cliente acumula mais confirmacoes

de fluxos legitimos, o nimero de pacotes encaminhados aumenta, o que resulta em novos
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valores confianca progressivamente mais altos em razao da consisténcia do seu compor-
tamento na rede. Como resultado, o cliente acaba superando o limiar de confiabilidade
estabelecido para o ingresso na lista de prioridade, levando a sua promocao a lista de
“confianga”. Ao ser gerenciado por essa lista, os seus pacotes passam a receber uma maior
prioridade de recursos, o que resulta em uma maior quantidade de pacotes encaminhados,
promovendo uma melhor qualidade de servigo para esse cliente. Observe que, mesmo
durante o ataque (60s - 120s), o seu trafego de rede nao é prejudicado, demostrando a
resiliéncia do mecanismo desenvolvido e sua capacidade de priorizar o fluxo de trafego
de rede de clientes com niveis de confiabilidade aceitéveis (legitimos), a fim de evitar o
bloqueio indiscriminado.

Para o cliente 2 (Figura 5.4(b)), nota-se que ele possui um grande volume de pacotes
descartados devido a agao do mecanismo proposto para lidar com clientes maliciosos, que
inclui o descarte imediato dos seus pacotes e a inclusao na lista de “bloqueio”. O cliente em
questao ingressa na rede no instante 60s, enviando uma quantidade significativa de pacotes
maliciosos desde o inicio, por meio de requisi¢coes do tipo SYN, para sobrecarregar os
recursos do seu alvo localizado na sub-rede C e o controlador. Esse volume de requisi¢oes
gerou um pico abrupto de trafego em um curto intervalo de tempo direcionado a um
destino especifico. Observe que, inicialmente, esses pacotes sdo encaminhados pela lista
de “nao priorizado”, pois essa lista trata de pacotes de clientes ainda nao classificados
pelo mecanismo ou aqueles ja classificados, mas que ainda nao atingiram o limiar de
confianga estabelecido para a priorizagdo. O mecanismo, ao detectar rapidamente esse
tipo de padrao de trafego do cliente 2 — menos de 1 segundo apdés o inicio do ataque, como
pode ser observado no detalhe da Figura 5.4(b) —, ajusta imediatamente o tratamento
dado ao cliente e o seu trafego de rede. O ajuste envolve a classificacao do cliente como
malicioso e o seu gerenciamento pela lista de “bloqueio”, na qual é aplicada a politica de
restricao (bloqueio/descarte) para impedir que esses pacotes sobrecarreguem a rede. Isso
garante a protecao da rede contra o ataque DDoS, demonstrando a rapidez e eficacia do
mecanismo desenvolvido. Além disso, a acdo de realizar o bloqueio de maneira seletiva
evita que o trafego malicioso comprometa o desempenho e a estabilidade da rede, como
pode ser observado no volume de pacotes descartados para o cliente em questao na lista
de “bloqueio”.

A Figura 5.5 mostra o valor de confianga global e a classificacao global dos clientes,
conforme a execugao do sistema fuzzy desenvolvido. Essa classificagao é baseada no grau
de pertinéncia do valor de confianca global obtido em relacao as fun¢oes de pertinéncias
definidas para o conjunto fuzzy “Confianca Global”.

O valor de confianga global e a classificacao global dos clientes observados na Figura 5.5

sao frutos do trabalho em conjunto dos médulos de gerenciador de envio (presente no
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Figura 5.5: Confianca global e classificagdo global.

plano de dados), extragdo dos dados e calcular a confianca global (ambos presentes no
plano de controle). O primeiro médulo envia para o controlador o valor mais recente de
confianga local dos clientes presentes nas listas dos dispositivos de encaminhamento, por
meio de pacotes de relatorios organizados em janelas de observacao. O segundo modulo
(extragdo dos dados) extrai dos pacotes de relatérios os valores de confianga local dos
clientes para organiza-los em uma estrutura de dados. Os dados presentes nessa estrutura
sdo encaminhados ao terceiro médulo (calcular a confianga global).

O médulo (calcular a confianga global) recebe os valores de confianga local dos clien-
tes computados pelos dispositivos de encaminhamento e os organiza em diferentes termos
linguisticos: “alto”, “médio” e “baixo”, com base nas fung¢des de pertinéncias definidas, re-
presentando o conjunto fuzzy de entrada “Confianca Local”. Em seguida, sao aplicadas as
regras do sistema de inferéncia, que processa e ativa as regras estabelecidas com graus de
pertinéncia para cada regra, conforme o conjunto de valores de confianca local analisados
de cada cliente. Esse processo transforma o conjunto de valores de confianca local de um
cliente em um valor de confianga global que melhor representa os valores fuzzy inferidos,
que sera identificado no conjunto fuzzy de saida “Confianga Global”, que classifica o valor
de confianca global de cada cliente conforme o grau de pertinéncia obtido em “nao con-
fiavel”, “parcialmente confiavel” e “confidvel”. Isso permite que o controlador estabeleca
acoes de controle que podem incluir o bloqueio (descarte) do trafego para o cliente classi-
ficado como nao confiavel, a permissao do trafego daquele classificado como parcialmente
confidvel (sem prioridade associada) ou a priorizagao do trafego para aquele classificado
como confiavel. Tais a¢oes sao compartilhadas com os dispositivos de encaminhamento
para aplicar a politica de restrigdo e/ou priorizacao de trafego em diferentes pontos da
rede, por meio de pacotes de disseminacao organizados em janelas de observagao por meio

do médulo de disseminagao dos dados, presente no plano de controle.
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Identifica-se que o cliente 1 (Figura 5.5(a)) teve a sua classifica¢ao global definida como
“confiavel”, uma vez que seus valores de confianga local, extraidos dos pacotes de relatérios
enviados pelos dispositivos de encaminhamento ao controlador, ao serem processados pelo
sistema fuzzy, resultaram em um alto valor de confianca global que indicou um elevado
grau de pertinéncia ao nivel confiavel. Esse alto grau de pertinéncia reflete a consisténcia
e estabilidade do comportamento do cliente em questao ao longo do tempo, com fluxos de
comunicagdo que se mantiveram dentro dos padroes esperados para um comportamento
legitimo.

Para o cliente 2 (Figura 5.5(b)), nota-se que ele teve a sua classificagdo global definida
como “nao confidavel”, em razao de seus valores de confianca local indicarem um padrao
de comportamento andémalo caracteristico de um ataque DDoS. Ao ser processado pelo
sistema fuzzy, esses valores resultaram em um baixo valor de confianca global que refletiu
o alto grau de pertinéncia o nivel nao confiavel. Esse alto grau de pertinéncia revela
o comportamento malicioso apresentado pelo cliente em questao, que inclui o envio de
uma quantidade significativa de pacotes maliciosos por meio de requisi¢oes do tipo SYN.
Assim, o sistema foi capaz de atribuir aos clientes (1 e 2) classifica¢oes globais de confianga
condizentes com os padroes de comportamentos apresentados por eles durante a execucao
do experimento.

Por fim, com a classificacao global obtida para cada cliente, o controlador estabelece
a acao de controle destinada a cada um deles, como o descarte (bloqueio) do trafego de
rede do cliente 2 classificado como nao confidvel e a priorizacao do trafego para o cli-
ente 1 classificado como confiavel. Essas ac¢oes sao compartilhadas com os dispositivos
de encaminhamento presentes na rede (Figura 5.2), por meio de pacotes de disseminagao
encaminhados em intervalos regulares, conforme o ajuste da janela de observacao do mé-
dulo de disseminacao dos dados. Assim, as informagoes compartilhadas sobre os clientes
permitem que os dispositivos de encaminhamento, mantenham a coeréncia nas decisoes
de encaminhamento e bloqueio, garantindo que a politica de restri¢ao (bloqueio/descarte)
e priorizagdo sejam aplicadas corretamente em toda a rede, proporcionando maior cele-
ridade nos procedimentos de deteccao e mitigagdo do mecanismo proposto em diferentes
pontos da rede. Esse resultado demonstra a capacidade do mecanismo desenvolvido em
realizar o compartilhamento de informagoes globais, para que os dispositivos de encami-

nhamento possam tomar decisoes locais com base nessas informacoes compartilhadas.

5.2.2 Comparacao com o estado da arte

Os resultados apresentados a seguir foram obtidos a partir dos experimentos realizados

para avaliar o comportamento do mecanismo proposto em relacdo aos diferentes tipos
de ataques DDoS volumétricos selecionados (DNS-Flood, UDP-Flood e SYN-Flood), pre-
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sentes no conjunto de dados analisado CICDDo0S-2019. O objetivo desses resultados é
demonstrar a eficicia e a qualidade do mecanismo proposto, examinando sua resposta
para diferentes tipos de ataques DDoS, quando comparado a outro mecanismo presente
no estado da arte (o Bungee-ML).

A analise dos resultados dessa subsecao sera guiada por métricas como o desempenho
da deteccao do mecanismo, avaliado por meio da acuracia e do F1-score na classificacao
do fluxo de trafego de rede do cliente como legitimo ou malicioso, o tempo gasto para
classificar os fluxos de rede dos clientes, o tempo de convergéncia para a sincronizacao das
informagoes nos dispositivos de encaminhamento, além do volume de mensagens de con-
trole encaminhadas para executar as a¢oes de controle dos clientes, a eficacia da mitigacao
e o consumo de recursos (CPU e memoéria). Dessa forma, sera explicado os resultados
obtidos pelo nosso mecanismo proposto, o DataControl-ML, e o mecanismo presente no
estado da arte, o Bungee-ML.

A Figura 5.6 mostra o desempenho do DataControl-ML e Bungee-ML para classificar o
fluxo de trafego de rede dos clientes em legitimo ou malicioso. Nota-se que os mecanismos
demonstraram capacidade de identificar os ataques de maneira coerente, evidenciando
sua eficicia em separar o trafego legitimo de padroes associados a atividades maliciosas

referentes aos ataques DDoS analisados.
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Figura 5.6: Desempenho da deteccao.

Observa-se na Figura 5.6 que o DataControl-ML foi ~ 1,05% mais preciso que o
Bungee-ML, demonstrando um niimero maior de classificagoes corretas (acurdcia) e um
bom equilibrio entre a capacidade de identificar corretamente o trafego malicioso (recall)
e de minimizar o nimero de falsos positivos (precisao) por meio do F1-Score. Esse bom
desempenho esta relacionado a classificagao mediante a técnica de aprendizagem de ma-
quina empregada diretamente no plano de dados, que foi capaz de identificar padroes

nao lineares e relagbes mais complexas entre as caracteristicas do trafego no conjunto
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de dados analisado, como o tamanho dos pacotes, o nimero de bytes, o total de pacotes
encaminhados, o tempo médio entre dois pacotes enviados no fluxo, etc., o que permitiu
uma classificacao mais precisa por parte do mecanismo para os diferentes tipos de ataque
DDoS analisados. Por outro lado, o Bungee-ML apresentou um desempenho inferior, em
razao da técnica estatistica entropia empregada no plano de dados para filtrar os paco-
tes suspeitos, o que acabou apresentando uma filtragem mais imprecisa, o que limitou
a capacidade do mecanismo em capturar informagoes mais complexas e sutis dada as
caracteristicas presentes no conjunto de dados utilizado, diminuindo a precisao geral do
mecanismo.

Os ataques DDoS precisam ser detectados de forma rapida para que as agoes de mi-
tigacdo sejam acionadas e, assim, preservem os recursos da rede. A Figura 5.7 apresenta
o tempo gasto pelo DataControl-ML e Bungee-ML para classificar e confirmar um fluxo
como malicioso na rede. Os mecanismos demonstraram agilidade para identificar os di-
ferentes ataques DDoS volumétricos, garantindo uma resposta rapida as ameacas, com

tempos abaixo de 1 segundo.
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Figura 5.7: Tempo de deteccao.

Nota-se na Figura 5.7 que o DataControl-ML é ~~ 52,18% mais rdpido que o Bungee-
ML para confirmar que um fluxo é malicioso, demonstrando a capacidade do mecanismo
em identificar o fluxo de trafego de rede dos clientes maliciosos proximos aos pontos de
ingresso na rede, reduzindo os atrasos no processo de confirmagao de qualquer atividade
suspeita associada aos ataques DDoS. Essa rapidez esta relacionada a agao de deteccao
realizada no plano de dados por parte do mecanismo proposto, sem a necessidade de en-
viar dados adicionais ao controlador, além de agrupar os pacotes observados em fluxos
com base em seus atributos comuns e a organizacao das janelas de observacao por fluxo,
proporcionando um gerenciamento mais eficiente e rapido dos dados coletados. Em con-

trapartida, o tempo mais elevado do Bungee-ML estd associado a estratégia adotada pelo
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mecanismo, que consiste em duas etapas. A primeira etapa busca identificar as fontes
suspeitas no plano de dados e encaminhé-las juntamente com os pacotes provenientes
dessas fontes para o plano de controle. O controlador, ao receber essas fontes e os pacotes
subsequentes, aciona a segunda etapa, que busca extrair as caracteristicas dos pacotes
dessas fontes, agrupando-os em fluxos com base em suas caracteristicas comuns, para en-
tao classifica-las como maliciosas. Tais etapas acabam por aumentar o tempo de detecgao
por parte do mecanismo presente no estado da rede, como pode ser observado.

A Figura 5.8 mostra o tempo necessario para que os dispositivos de encaminha-
mento possuam as mesmas informagoes presentes em um pacote modificado (criado)
pelo DataControl-ML e Bungee-ML. Observa-se que os mecanismos apresentaram tem-
pos abaixo de 10ms para garantir a sincronizagao das informagcoes entre os dispositivos
para os diferentes tipos de ataques executados. Essa rapidez é crucial para assegurar que
as politicas de seguranca sejam aplicadas de forma consistente em toda a rede, minimi-
zando riscos e garantindo a eficicia das medidas de detec¢ao e mitigacdo adotadas pelos

mecanismos de seguranca.
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Figura 5.8: Tempo de convergéncia.

Observa-se na Figura 5.8 que o DataControl-ML é ~ 46,71% mais rdpido que o Bungee-
ML, pois, ao enviar o pacote de disseminacao de maneira paralela, ou seja, do controlador
para todos os dispositivos de encaminhamento por meio de um canal fora de banda (out-
of-band), reduz significativamente o tempo de comunicagao e evita congestionamentos no
canal de comunicagao principal (trafego de dados). Esse método permite que os pacotes
de disseminacao sejam entregues simultaneamente a todos os dispositivos de encaminha-
mento conectados diretamente ao controlador por meio de uma porta légica, garantindo
que o trafego de controle nao interfira no trafego de dados, otimizando a distribuicao de
informagoes e minimizando a laténcia de comunicagao [127]. Por outro lado, no Bungee-

ML observou-se um atraso maior na propagacao de uma informacao, devido a estratégia
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adotada pelo mecanismo, que consiste em enviar o pacote de alarme (confirmacao de um
fluxo suspeito) do controlador para o dispositivo que originou a fonte do fluxo suspeito,
para que ele alerte seus dispositivos mais préximos (intermedidrios). Esse processo gera
um efeito em cascata, no qual a informacao precisa ser propagada por meio de miltiplos
dispositivos intermediarios antes de alcangar todos os outros dispositivos da rede. As-
sim, o tempo adicional necessario para a comunicacao entre os dispositivos intermediarios
aumenta a laténcia geral do mecanismo, como pode ser observado.

A Figura 5.9 mostra o niumero de pacotes modificados trocados entre os dispositivos
de encaminhamento e o controlador, incluindo tanto os pacotes enviados dos dispositivos
para o controlador quanto do controlador para os dispositivos, para que o DataControl-ML
e Bungee-ML executem as agoes de detecgao e/ou mitigagao. Nota-se que os mecanismos
apresentaram variagoes no volume de pacotes trocados em fung¢ao do nimero de pacotes
para os diferentes tipos de ataques analisados (Tabela 5.1) e as estratégias desenvolvidas

por cada mecanismo para reduzir os impactos causados pelos ataques observados.
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Figura 5.9: Volume de mensagens de controle.

Nota-se na Figura 5.9 que o DataControl-ML apresentou uma reducao de ~ 58,31%
quando comparado ao Bungee-ML, visto que é adotada uma politica de agregacao das
informacoes relacionadas aos valores de confianga local dos clientes em um tnico pacote
de relatorio e as a¢oes de controle também em um tnico pacote, agora de disseminagao,
assim, para cada pacote temos um grupo de clientes reportados ao controlador e acoes
de controle encaminhadas aos dispositivos de encaminhamento. Essa politica reduz o
numero de pacotes trafegados entre o controlador e o dispositivo de encaminhamento
para o estabelecimento da confianca global e o compartilhamento das agoes de controle,
que podem incluir a priorizacao ou bloqueio dos clientes em diferentes pontos da rede.
Como resultado, a eficiéncia do mecanismo é significativamente melhorada, pois diminui

o volume de mensagens de controle trafegadas no canal de comunicagao entre o plano de
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dados e de controle, reduzindo a sobrecarga da rede e permitindo uma resposta mais rapida
as mudancas na rede. Em contrapartida, o Bungee-ML adota uma politica de clonagem
individual de cada pacote considerado suspeito, nomeado de pacote de relatoério, filtrado no
plano de dados para envio ao controlador. Assim, cada pacote clonado contém o endereco
IP de origem de uma fonte classificada como suspeita, permitindo que o controlador realize
uma analise mais refinada por meio da coleta dos pacotes subsequentes dessa fonte. Apds
essa analise, o controlador envia uma resposta ao dispositivo de encaminhamento por meio
de um pacote de confirmagao, nomeado de pacote de disseminacao, indicando se a fonte
suspeita ¢ maliciosa ou nao. Tal abordagem gera um aumento significativo no nimero de
pacotes trafegados e, consequentemente, um aumento do volume de mensagens de controle
presentes no canal de comunicacgao entre os planos e no tempo necessario para realizar as
acoes de detecgao e mitigagdo, como pode ser observado.

A eficacia da mitigacao do DataControl-ML e Bungee-ML no que tange ao método
de mitigagdo empregado pode ser analisada na Figura 5.10. Os mecanismos apresenta-
ram taxas plausiveis de eficacia para reduzir os impactos dos diferentes tipos de ataques

executados.
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Figura 5.10: Eficdcia da mitigacao.

Observa-se na Figura 5.10 que o DataControl-ML, ao priorizar o fluxo de trafego de
rede dos clientes legitimos tendo como base o alto valor de confianga obtido por meio da
analise das informagoes de perfil de trafego dos clientes e bloquear corretamente o trafego
malicioso (baixo valor de confianga), devido aos altos indices de precisdo (Figura 5.6) e
rapidez no processo de detecgao (Figura 5.7), consegue evitar o bloqueio indiscriminado
do trafego. Assim, reduz a taxa de falso positivo (a proporgdo de pacotes provenien-
tes de enderegos IP legitimos que foram descartados indevidamente) em 61,94% quando
comparado ao Bungee-ML, ao mesmo tempo que aumenta a taxa de verdadeiro positivo

(a proporgao de pacotes provenientes de enderegos IP maliciosos que foram realmente
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descartados), promovendo um equilibrio entre o bloqueio do trafego malicioso e a conti-
nuidade do trafego legitimo, permitindo o mecanismo alcangar uma taxa de verdadeiro
positivo superior a 98%. Por outro lado, a filtragem imprecisa dos pacotes suspeitos e
o atraso gerado no processo de confirmagao das fontes suspeitas reduziram a eficicia de
mitigacao do Bungee-ML. Essa reducao ocorreu porque o mecanismo impede que uma
parcela do trafego da fonte identificada inicialmente como suspeita siga seu caminho até o
seu destino, aumentando assim a taxa de falso positivo e reduzindo a taxa de verdadeiro
positivo. Como resultado, a eficicia de mitigacdo do mecanismo ficou abaixo de 98% para
a taxa de verdadeiro positivo e acima de 3% para a taxa de falso positivo.

A Figura 5.11 mostra o consumo de recursos (CPU e meméria) exigidos pelos meca-
nismos DataControl-ML e Bungee-ML para a execucao das agoes de detecgao e mitigacao
aplicadas no combate aos ataques DDoS volumétricos analisados. Observa-se que os
mecanismos apresentaram um consumo abaixo de 30%, demonstrando boa eficiéncia na

utilizagao dos recursos computacionais diante dos cenarios de ataque.

| mmmm DataControl-ML ~ =mmmm Bungee-ML |
30 T T T

Percentual (%)

CPU Memoéria CPU Memoéria CPU Memoria
DNS-Flood UDP-Flood SYN-Flood
Tipo de Ataque

(a) Consumo de recursos controlador.

I— DataControl-ML == Bungee-ML I
30 T T T

T T T

Percentual (%)

CPU Memoéria CPU Memoéria CPU Memoéria
DNS-Flood UDP-Flood SYN-Flood
Tipo de Ataque

(b) Consumo de recursos switch.

Figura 5.11: Consumo de recursos.
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Nota-se na Figura 5.11(a) que o DataControl-ML apresentou uma reducao de =
24,89% no consumo de recursos do controlador quando comparado ao Bungee-ML. Esse
resultado esta associado a uma série de otimizacoes estruturais do mecanismo proposto,
como: (i) a agregagao das informagoes relacionadas aos valores de confianga local em um
unico pacote de relatorio, o que reduz significativamente o volume de pacotes encaminha-
dos ao plano de controle para a definicao da confianga global e a acdo de controle; (ii) a
atribuicao de decisoes diretamente no plano de dados, permitindo respostas rapidas aos
ataques sem a necessidade de encaminhamento imediato ao controlador; e (i7i) o envio pe-
riddico das informagoes (valores de confianga locais) em janelas de observagao, que evita o
disparo continuo de eventos para o controlador, contribuindo para a diminuicao da carga
de processamento e a preservagao dos recursos computacionais no plano de controle. Por
outro lado, o consumo mais elevado do Bungee-ML esta associado ao seu modelo de fun-
cionamento, no qual o controlador é responsavel por confirmar cada suspeita produzida
no plano de dados, aumentando o volume de pacotes encaminhados ao dispositivo central,
elevando o seu consumo de recursos, como pode ser observado.

Observa-se na Figura 5.11(b) que o DataControl-ML apresentou uma redugao no con-
sumo de recursos do switch de ~ 13,21% em comparacao com o Bungee-ML, visto que
a acao mais rapida de descarte dos pacotes maliciosos por parte do mecanismo proposto
em resposta aos ataques e a priorizagao dos clientes legitimos, reduz o tempo de perma-
néncia do trafego malicioso no dispositivo, otimizando os recursos do dispositivo. Além
disso, a adogao de janelas de observacao permite o processamento mais eficiente para a
coleta de dados de maneira agil sem comprometer o desempenho da rede. Enquanto,
o consumo mais elevado por parte do Bungee-ML esta relacionado ao recebimento con-
tinuo de pacotes provenientes de fontes suspeitas, ja que o bloqueio é realizado apenas
quando ha a confirmacao por parte do controlador, o que gera um actimulo de trafego no
switch fazendo com que o trafego malicioso permaneca no dispositivo por mais tempo, e,
consequentemente, um aumento no uso de recursos computacionais para gerenciar esse

trafego.
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Capitulo 6
Conclusao

As redes SDN, embora oferecam uma série de vantagens, como o gerenciamento centrali-
zado, maior flexibilidade e o controle da infraestrutura, elas também apresentam diversos
desafios relacionados a seguranga [8]. Um dos principais desafios estd relacionado a como
reduzir os impactos causados por ataques DDoS [9]. Assim, torna-se essencial projetar
mecanismos que assegurem a escalabilidade e a resiliéncia da rede, contribuindo para
torna-la mais segura e estavel no combate a esses ataques.

A literatura tem apresentado diversas estratégias para reduzir os impactos dos ataques
DDoS volumétricos em redes SDN [10]. No entanto, ainda persistem algumas lacunas que
podem deixar essas redes vulneraveis, como a centralizacao das agoes de detec¢do e mi-
tigacao no plano de controle, que pode provocar atrasos na deteccao e confirmacao de
mudangas no comportamento do trafego de rede e o aumento do volume de mensagens de
controle encaminhadas ao controlador para realizar as medidas de identificacao e conten-
¢ao desses ataques a rede, aumentando o seu consumo de recursos. Além disso, muitas
das abordagens desenvolvidas pelas solugoes para mitigar os impactos desses ataques, que,
embora visem restringir o trafego malicioso, acabam penalizando uma parte significativa
do trafego legitimo, provocando bloqueios de maneira indiscriminada.

Este trabalho buscou suprir as lacunas presentes nas solugoes de seguranca analisadas,
como a centralizacao das agoes de deteccao e mitigacao no plano de controle e o bloqueio
indiscriminado do trafego de rede de clientes legitimos. Para isso, foi proposto um me-
canismo de deteccao e mitigacao no plano de dados, denominado DataControl-ML, para
permitir que a rede reaja rapidamente para conter o fluxo de trafego de clientes maliciosos
e priorize o fluxo de trafego de clientes legitimos, para evitar bloqueios indiscriminados
e reduzir o volume de mensagens de controle encaminhadas ao controlador, preservando
0s seus recursos, evitando a sobrecarga e garantindo sua disponibilidade mesmo durante
situacgoes de ataque. Além disso, o mecanismo busca integrar os planos da arquitetura

SDN (dados e controle) para reduzir o impacto desses ataques por meio de um modelo de
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compartilhamento de informagoes globais no plano de controle, organizadas em agoes de
controle que incluem o bloqueio, a permissao sem prioridade associada ou a priorizacao
dos clientes, para promover uma colaboracgao eficiente entre os planos e maior rapidez nos
processos de deteccao e mitigagao em diferentes pontos da rede.

O DataControl-ML demonstrou capacidade de identificar e conter os fluxos de trafego
maliciosos relacionados aos ataques DDoS volumétricos diretamente no plano de dados,
e assim reduzir os atrasos no processo de confirmacao de qualquer atividade suspeita
associada a esses ataques e o volume de mensagens de controle encaminhadas ao con-
trolador, preservando os seus recursos, bem como a priorizagao de clientes com niveis de
confiabilidade aceitaveis (legitimos) para evitar o bloqueio indiscriminado. Para isso, o
mecanismo combina uma abordagem de deteccao mediante um modelo de classificacao
com base no algoritmo de aprendizagem de maquina Random Forest, capaz de realizar a
classificagdo do trafego em tempo real, com alta precisao e baixo custo computacional.
Seguido, por um método de mitigacao mediante o gerenciamento de diferentes listas nos
dispositivos de encaminhamento, utilizando niveis de confiabilidade, para a priorizacao
dos fluxos confidveis (legitimos) e o bloqueio daqueles nao confidveis (maliciosos) e, assim,
evitar o bloqueio indiscriminado dos clientes.

Além das abordagens no plano de dados para a deteccao e mitigacao dos ataques
DDoS volumétricos, também foi proposto um modelo de compartilhamento de informacoes
globais no plano de controle, que busca integrar os planos da arquitetura SDN (dados e
controle) para que os dispositivos de encaminhamento presentes no plano de dados tomem
decisoes locais, baseando-se em uma visao ampliada da rede, construida a partir de dados
compartilhados pelo controlador. Os dados compartilhados incluem agoes de controle que
realizam medidas como o bloqueio, a permissao sem prioridade associada ou a priorizacao
dos clientes. Essas agoes sao determinadas a partir do estabelecimento de uma confianga
global, calculada por meio de um sistema fuzzy, possibilitando criar uma visdo tnica da
rede e uma mitigacao mais abrangente, coordenada e capaz de proteger a infraestrutura
em diferentes pontos.

A avaliagdo do DataControl-ML foi realizada por meio de simulagoes no emulador
de rede Mininet [50], considerando a aplicacao de diferentes tipos de ataques DDoS vo-
lumétricos, como DNS-Flood, UDP-Flood e SYN-Flood presentes no conjunto de dados
CICDDo0S-2019 [128], para avaliar o desempenho do mecanismo em condi¢oes adversas.
Os resultados obtidos foram comparados com uma solu¢ao representativa para o estado
da arte, o Bungee-ML [18]. O DataControl-ML apresentou uma redugao de ~ 52,18%
no tempo necessario para a confirmacao (deteccao) de uma fonte maliciosa, responsa-
vel por gerar os ataques DDoS volumétricos, quando comparado ao Bungee-ML. Além

disso, o mecanismo mostrou-se mais eficiente na sincronizacao das informagoes entre os
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dispositivos da rede e na preservagao dos recursos (CPU e memoéria) do controlador e do
switch, diminuindo o tempo de convergéncia e reduzindo significativamente o volume de
mensagens de controle enviadas ao controlador. Outro destaque foi a eficacia da deteccao
e mitigacao alcancada, sendo superior a 98%, evidenciando a capacidade do mecanismo
em bloquear o trafego malicioso, sem comprometer a continuidade do trafego legitimo.
Tais resultados, evidenciam o potencial do DataControl-ML como uma solucao eficaz e

avancada para a deteccao e mitigagdo de ataques DDoS volumétricos em redes SDN.

6.1 Trabalhos Futuros

Como trabalhos futuros, propoe-se a ampliacao do mecanismo para combater os ataques
DDoS nao volumétricos, atribuindo essa responsabilidade ao controlador, enquanto os
dispositivos de encaminhamento permanecem responsaveis pelo tratamento dos ataques
DDoS volumétricos diretamente no plano de dados. Essa abordagem visa aprimorar a
eficacia na resposta a diferentes tipos de ameacas, distribuindo as responsabilidades de
forma estratégica entre os elementos da arquitetura SDN.

Outro aspecto a ser explorado ¢ a utilizacdo de novos modelos de treinamento para
atualizagdo dindmica dos classificadores de trafego, considerando o uso de técnicas de
aprendizado profundo e aprendizado nao supervisionado, visando lidar com padrdes de
ataque mais complexos e em constante evolucao. Nesse contexto, também se propoe o
estudo do uso de honeypots como fonte de dados reais, a fim de enriquecer o processo de
treinamento e refinar os critérios de detecgao de trafego malicioso.

Além disso, planeja-se a integracao do mecanismo com multiplos controladores, para
fornecer estratégias de cooperagao entre dominios, promovendo a troca coordenada de
informacoes e a tomada de decisoes distribuidas. Essa abordagem visa melhorar a escala-
bilidade da solugao, garantir maior consisténcia no tratamento de ataques em ambientes
amplos, e fortalecer a resiliéncia da rede frente a ameagas coordenadas que afetam multi-
plas regices simultaneamente.

Por fim, para fortalecer a avaliacdo do mecanismo proposto, pretende-se ampliar os
cenarios experimentais, incluindo o uso de diferentes conjuntos de dados e a realizacdo
de testes em ambiente real, visando validar o desempenho e a viabilidade do mecanismo
em contextos fisicos, explorando os desafios praticos de implementacao. Assim, espera-se
aprimorar a seguranca e a resiliéncia do mecanismo, proporcionando um desempenho mais

robusto e adaptavel em ambientes cada vez mais complexos e dindmicos.
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