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Resumo

Embora exista uma variedade de técnicas e algoritmos na área de identificação de falhas,
a viabilidade de suas implementações em aplicações embarcadas reais ainda apresenta
algumas lacunas a serem pesquisadas. Neste trabalho, serão explorados três estudos de caso
diferentes que apresentaram resultados práticos e de valor científico. O primeiro estudo
de caso aborda uma arquitetura aplicada ao monitoramento em tempo real de falhas em
materiais. O segundo, uma arquitetura voltada para a detecção de falhas em dutos. Por fim,
o terceiro se concentra na detecção de falhas no sistema de sensoriamento de um respirador
mecânico de baixo custo desenvolvido pela UnB.

Através do uso de técnicas de sensoriamento ultrassônico baseadas no efeito acustoelástico, é
possível estimar potenciais falhas em materiais, avaliando o estresse e as deformações a que
estão submetidos. O sensoriamento ultrassônico também pode ser aplicado na identificação
de falhas em soldas, permitindo o mapeamento de possíveis trincas e falhas mecânicas em
pontos críticos por meio da análise de imagens que revelam descontinuidades inesperadas.
Neste trabalho, foi explorada a otimização das técnicas de alto custo computacional normal-
mente empregadas para o processamento desses dados ultrassônicos. Selecionando assim,
a identificação de falhas em materiais como primeiro estudo de caso e a identificação de
falhas em soldas como segundo estudo de caso.

O algoritmo selecionado para a detecção de falhas nos dois primeiros estudos de caso foi uma
combinação do Principal Component Analysis (PCA), utilizado para a redução da dimen-
sionalidade dos dados, e do regressor Least Generalized Regression (LGR), responsável por
determinar a presença ou ausência de falhas. A decisão de utilizar o PCA como ferramenta
de redução de dimensionalidade foi feita por conta de sua simplicidade de implementação e
fácil paralelização, visto que a seção de maior custo computacional do algoritmo se resume
a um simples multiplicação matricial. Já a escolha do LGR foi motivada pelo seu baixo custo
computacional na fase de inferência, permitindo a rápida execução do algoritmo após a
determinação dos parâmetros do regressor.

No contexto dos dois primeiros estudos de caso, uma nova arquitetura é apresentada para
otimizar o problema de detecção de falhas em tempo real de materiais e soldas através da
utilização de algoritmos de monitoramento de alto custo computacional. Uma vez que os
parâmetros que representam o sistema sem falhas são carregados na arquitetura, o proces-
samento de estímulos e respostas ultrassônicas permite a detecção de possíveis falhas no
problema monitorado, através de uma análise de regressão do resultado do LGR.

A arquitetura proposta apresenta resultados concretos de aceleração do desempenho do
algoritmo PCA+LGR, apresentando um ganho de performance de pelomenos 12 vezes em
relação a implementação do algoritmo em um processador ARM comercial. A arquitetura



apresentada utiliza um dispositivo SoC (System-on-Chip), que integra hardware (FPGA)
e software (ARM), para a implementação do modelo de identificação, visando maximizar
o desempenho computacional e minimizar o consumo de energia. Os resultados finais de
validação demonstraram alta precisão em um tempo significativamente menor do que o
utilizado por um microcontrolador convencional, mesmo empregando uma quantidade
reduzida de recursos computacionais do chip SoC-FPGA.

Outra maneira de identificar falhas pode ser feita através da comparação entre a saída de
uma planta estimada e as saídas da planta real. Essa estratégia é apresentada no terceiro
estudo de caso, que detecta possíveis falhas em um sistema de sensoriamento de pressão
integrado a um respirador mecânico real. Para estimar a planta do respirador mecânico,
foi utilizada uma rede neural Radial Basis Function (LGR), que através de uma série de
experimentos, foi capaz de estimar a pressão na linha principal do respirador através do uso
dos dados de fluxo de ar e concentração de oxigênio.

Para avaliar a efetividade do modelo de identificação de falhas no terceiro estudo de caso, foi
realizada uma validação da planta estimada com base no critério estatístico R-squared (R2),
aplicado às saídas do modelo operando em Free-Run (FR) eOne-Step-Ahead (OSA). Para esse
caso, a planta identificada apresentou um critério R2 de 0.66 para FR e 0.82 para OSA. Apesar
dos valores de R2 não terem sido altos, eles foram suficientes para a aplicação proposta, visto
que o objetivo do trabalho foi realizar uma comparação simples entre o valor estimado e o
valor real para a identificação de falhas e descontinuidades no sistema de sensoriamento de
pressão.

Palavras-chave: Identificação de Falhas. Identificação de Sistemas. Respirador Mecânico.
Aprendizado de Máquinas. Sistemas Embarcados.



Abstract

Although there are various techniques and algorithms in the field of fault identification,
the feasibility of their implementation in real embedded applications still presents some
gaps to be explored. In this work, three different case studies that yielded practical and
scientifically valuable results are explored. The first case study addresses an architecture
applied to real-time monitoring of material failures. The second focuses on an architecture
for fault detection in pipelines. Finally, the third case study is centered on the detection of
faults in the sensing system of a low-cost mechanical ventilator developed by UnB.

Through the use of ultrasonic sensing techniques based on the acoustoelastic effect, it is
possible to estimate potential material failures by evaluating the stress and deformations
to which they are subjected. Ultrasonic sensing can also be applied to the identification of
welding failures, allowing the mapping of potential cracks and mechanical faults at critical
points through image analysis that reveals unexpected discontinuities. In this work, the
optimization of computationally expensive techniques commonly used for processing these
ultrasonic data was explored. Thus, fault identification in materials was selected as the first
case study, and fault identification in welds as the second case study.

The algorithm selected for fault detection in the first two case studies was a combination of
Principal Component Analysis (PCA), used for data dimensionality reduction, and the Least
Generalized Regression (LGR) regressor, responsible for determining the presence or absence
of faults. The decision to use PCA as a dimensionality reduction tool was based on its ease
of implementation and straightforward parallelization, given that the most computationally
expensive section of the algorithm consists of a simple matrix multiplication. The choice of
LGR was motivated by its low computational cost during inference, enabling rapid execution
of the algorithm after determining the regressor’s parameters.

In the context of the first two case studies, a new architecture is presented to optimize the real-
time fault detection problem in materials and welds through the use of high computational
cost monitoring algorithms. Once the parameters representing the fault-free system are
loaded into the architecture, the processing of ultrasonic stimuli and responses enables the
detection of potential faults in the monitored problem through a regression analysis of the
LGR results.

The proposed architecture provides concrete results in accelerating the performance of
the PCA+LGR algorithm, achieving a performance gain of at least 12 times compared to
the implementation of the algorithm on a commercial ARM processor. The presented ar-
chitecture utilizes a SoC (System-on-Chip) device, which integrates hardware (FPGA) and
software (ARM), for the implementation of the identification model, aiming to maximize
computational performance and minimize power consumption. The final validation results



demonstrated high accuracy in significantly less time compared to a conventional microcon-
troller, even while using a reduced amount of computational resources from the SoC-FPGA
chip.

Another method for fault identification can be achieved by comparing the output of an
estimated plant with the outputs of the real plant. This strategy is presented in the third case
study, which detects potential failures in a pressure sensing system integrated into a real
mechanical ventilator. To estimate the mechanical ventilator plant, a Radial Basis Function
(RBF) neural network was used, which, through a series of experiments, was able to estimate
the pressure in the ventilator’s main line using airflow and oxygen concentration data.

To assess the effectiveness of the fault identificationmodel in the third case study, a validation
of the estimated plantwas performed based on the statistical criterionR-squared (R2), applied
to the model’s outputs operating in Free-Run (FR) and One-Step-Ahead (OSA). In this case,
the identified plant presented an R2 criterion of 0.66 for FR and 0.82 for OSA. Although the
R2 values were not high, they were sufficient for the proposed application, as the objective
of the study was to perform a simple comparison between the estimated and actual values
for fault identification and discontinuities in the pressure sensing system.

Keywords: Fault Detection. System Identification. Mechanical Ventilator. Machine Learning.
Embedded Systems.
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1 Introdução

Estratégias preditivas de manutenção e detecção de falhas geram uma economia de
30% a 40% nos gastos anuais das empresas de energia americanas, de acordo com dados
do Departamento de Energia dos Estados Unidos (Program, 2010). Além disso, a detecção
antecipada de falhas em sistemas críticos contribui significativamente para a redução de
situações de alto risco à vida humana. Neste trabalho, são investigadas otimizações em estra-
tégias de detecção de falhas, aplicadas a sistemas críticos reais. Por meio de implementações
em hardware, essas estratégias de alto custo computacional tornam-se viáveis para execução
em tempo real e em plataformas embarcadas.

Esse trabalho utiliza o formato de estudos de caso pra apresentar diferentes soluções
emhardware de otimização de algoritmos já conhecidos na indústria, aplicados para detecção
de falhas. Três estudos de caso são apresentados: Monitoramento de estruturas tensionadas,
monitoramento da integridade estrutural de oleodutos e o monitoramento de anomalias em
um sensor médico de pressão inspiratória.

1.1 Contexto da Proposta

1.1.1 Contexto Sobre o Primeiro Estudo de Caso

O monitoramento em tempo real de estruturas é um tópico de interesse atual na
engenharia, devido ao seu potencial de redução de riscos de falhas catastróficas (Yang et
al., 2023). Dentre as técnicas de monitoramento, métodos não destrutivos vêm ganhando
notoriedade, em especial o monitoramento por ondas ultrassônicas (Ji et al., 2021). Essas
ondas são utilizadas para medir estresse mecânico através das variações de resposta do
material quando submetido a um estímulo de onda de ultrassom, pelo efeito acústico-elástico
(Pao; Sachse; Fukuoka, 1984).

O monitoramento proativo de estruturas promove uma mudança na abordagem
clássica de manutenções realizadas em intervalos de tempo fixos, reduzindo as margens de
erro humano nas inspeções e permitindo que as falhas estruturais sejam tratadas de forma
preventiva, em vez de reativa (Jia; Li, 2023).

Entre as soluções de monitoramento em tempo real, existem opções parcialmente
embarcadas que possibilitam a leitura de sensores integrados e a transmissão dos dados, mas
não são projetadas para processar os resultados localmente. Em vez disso, essas soluções
utilizam uma análise offline em um sistema integrado separado do sistema embarcado,
devido ao alto custo computacional dos algoritmos empregados (Barile et al., 2018).

Alguns dos algoritmos modernos mais utilizados para a análise de dados estruturais
empregam redes neurais profundas (deep learning), que normalmente são inviáveis para
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implementação em sistemas computacionais compactos (Lim; Sohn, 2020), (Vieira; Lambros,
2021) e (Zhang et al., 2022). No trabalho de (Ferreira et al., 2025), uma versão alternativa
da computação desses algoritmos é proposta, através da utilização de uma combinação do
redutor de dimensionalidade Principal Component Analysis (PCA) com o regressor Least
Generalized Regression (LGR). Neste trabalho, explora-se a otimização domonitoramento por
PCA+LGR, considerando que o PCA, devido à sua implementação simples e paralelizável
na etapa de maior custo computacional, é um forte candidato à aceleração.

1.1.2 Contexto Sobre o Segundo Estudo de Caso

Omonitoramento da integridade estrutural de oleodutos também é explorado neste
trabalho, devido à gravidade dos riscos associados às suas falhas (Ferreira, 2022). Neste
trabalho, uma solução otimizada com foco no monitoramento de falhas em soldas desses
oleodutos é explorada, utilizando abordagens similares a aquelas apresentadas no primeiro
estudo de caso. Para o segundo estudo de caso, o monitoramento em pontos de solda foi
escolhido tendo em vista que é a região da tubulação com maior vulnerabilidade estrutural
(Shaloo et al., 2022).

Para o monitoramento desses dutos, é comum encontrar estratégias de detecção de
falhas através do processamento de dados de sensores ultrassônicos (B-Scan), permitindo
classificar e detectar falhas estruturais de maneira automática (Fan; Bai; Chen, 2024). A
utilização desses métodos em conjunto com deep learning é explorada na literatura, através
da utilização e algoritmos similares aos apresentados no primeiro estudo de caso. Da mesma
forma, soluções como a utilização do PCA+LGR como alternativa para a implementação
em deep-learning também são aplicáveis ao problema.

Assim como no primeiro estudo de caso, as técnicas de monitoramento de oleodutos
estão em constante evolução. Dentre elas, as técnicas de monitoramento em tempo real têm
ganhado destaque, pois permitem uma redução significativa nos custos de manutenção. Isso
ocorre devido à diminuição do tempo de exposição a potenciais falhas estruturais, evitando
que essas falhas evoluam para problemas mais graves ou catastróficos (Ferreira et al., 2022).

Para viabilizar a utilização dos algoritmos demonitoramento de tubulações em tempo
real, soluções similares às apresentadas no primeiro estudo de caso foram aplicadas.

1.1.3 Contexto Sobre o Terceiro Estudo de Caso

O custo de um respirador mecânico importado pode ser estimado na ordem de quase
150mil reais. Nesse contexto, o projeto FINATECTICÊ propõe a construção de um respirador
nacional de baixo custo, desenvolvido com o objetivo de alcançar um custo unitário na faixa
de 30 a 60 mil reais, um preço consideravelmente menor que outras opções disponíveis no
mercado. Por conta disso, alguns componentes do respirador foram escolhidos de maneira
mais econômica, prezando pelo custo-benefício. Dito isso, uma das maiores desvantagens
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da utilização de componentes de baixo custo, é o risco de produção de dados errôneos no
sistema de sensoriamento do respirador. Para alcançar um baixo custo de fabricação no
desenvolvimento do respirador TICÊ, não foram incorporadas estratégias complexas de
detecção de perda de integridade de sensores. Em outras palavras, não foram utilizados sen-
sores redundantes nas linhas de controle, nem implementados algoritmos demonitoramento
de sanidade de sinais em tempo real.

Garantir a integridade desses dados utilizados para o controle do respirador mecânico
é fundamental para assegurar a segurança do paciente. Apesar dos componentes individuais
utilizados oferecerem um nível razoável de integridade, pode ser necessário empregar estra-
tégias de identificação de falhas, como a detecção de dados errôneos por monitoramento
online dos sensores.

Na literatura de tratamento de sinais biomédicos de alta integridade (sinais que
possuem baixas taxas de dados errôneos), é comum empregar estratégias de verificação
de sanidade através da comparação de sinais sintéticos (estimados por modelos) e sinais
reais (Azizi, 2024), (Foraker et al., 2020). Essas estratégias permitem a invalidação de sinais
errôneos, evitando que eles sejam utilizados incorretamente em malhas de controle críticas
para o funcionamento de equipamentos biomédicos (Azizi, 2024).

Durante o projeto de desenvolvimento do respirador mecânico TICÊ, para permitir
a detecção de possíveis falhas do sensor de pressão real, foi feita a comparação entre da-
dos estimados de pressão e os dados mensurados pelo sensor. Para isso, foi realizada uma
identificação não determinística da planta na linha inspiratória do respirador mecânico.
Comparando com outros trabalhos, em (Sharifi; Chbat, 2015) e (Tran et al., 2021) foram
apresentadas identificações polinomiais determinísticas do modelo de um respirador, o que
difere da modelagem proposta neste trabalho, que utiliza uma abordagem não determinís-
tica baseada em uma rede neural para a identificação do sistema não linear do respirador.
Apesar do trabalho (Guo et al., 2023) apresentar uma solução moderna e não determinística
para a identificação do sistema de um respirador mecânico, a identificação foi realizada
em ummodelo conhecido e puramente teórico. Em contrapartida, este trabalho apresenta
uma solução na qual o modelo proposto foi testado e validado em uma bancada com um
respirador mecânico real acoplado a um pulmão artificial.

1.2 Hipóteses da Proposta

Omodelo escolhido para a identificação de falhas do primeiro e do segundo estudo de
caso deste trabalho foi omodelo demonitoramento de estruturas apresentado em (Virkkunen
et al., 2021), otimizado através do uso do PCA, conforme apresentado em (Holguin; Ayala;
Kubrusly, 2021). A primeira hipótese proposta é que é possível realizar a paralelização
das partes do algoritmo com os maiores custos computacionais, justificando, de maneira
objetiva, o desenvolvimento de uma nova arquitetura através da estratégia de HW/SW co-
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design, focada na aceleração das etapas paralelizáveis, de forma análoga ao que foi feito nos
trabalhos de (Mendes et al., 2023b) e (Xu et al., 2022).

Uma vez definida uma nova arquitetura para a execução do algoritmo de identificação
de falhas, uma segunda hipótese considerada foi que uma arquitetura dedicada emHW/SW
co-design apresentaria um baixo custo energético para calcular a inferência de dados quando
comparada a um processador convencional (Irmak; Alachiotis; Ziener, 2021).

No contexto de uma arquitetura dedicada, a terceira hipótese é que uma arquite-
tura dedicada viabilizaria a execução em tempo real de algoritmos de monitoramento de
estruturas.

Para o caso do respirador (terceiro estudo de caso), nenhuma estratégia de validação
de sinais foi empregada. Com o objetivo de melhorar a integridade dos sinais do respirador
mecânico, uma quarta hipótese foi proposta: que é possível estimar um sinal sintético
de pressão na linha inspiratória do paciente, permitindo em teoria, a aplicação de uma
estratégia de validação de sinais por comparação entre os sinais de pressão real e os sinais de
pressão sintética, aumentando significativamente a integridade dos dados linha principal de
controle.

1.3 Objetivos

1.3.1 Objetivos Gerais

O objetivo geral é desenvolver soluções embarcáveis para técnicas de identificação
de falhas em três estudos de casos diferentes: Detecção de falhas em materiais tensionados,
detecção de falhas em soldas de tubulações, detecção de falhas em sensores de pressão
aplicados para respiração mecânica.

1.3.2 Objetivos Específicos

1. Desenvolver uma solução embarcada do algoritmo de monitoramento apresentado
em (Ferreira et al., 2025), usando um processador ARM standalone com arquitetura
single-core e dual-core.

2. Desenvolver uma arquitetura em hardware eficiente para aceleração do algoritmo
PCA+LGR, utilizando estratégias de controle sequencial de dados baseado em má-
quinas de estados finitos.

3. Melhorar o desempenho da implementação em hardware do algoritmo PCA+LGR,
utilizando arquiteturas do tipo pipeline.

4. Desenvolver um modelo de identificação de falhas para sistema de sensoriamento
de pressão de um respirador mecânico, baseado na comparação entre o sistema
identificado e os dados de pressão obtidos pelo sistema de medição.
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1.4 Aspectos Metodológicos do Trabalho

1. A plataforma selecionada para a implementação da arquitetura foi um SoC composto
por um ARM e uma FPGA, interconectados via barramento AXI4. A escolha de um
SoC baseado em FPGA, em vez de um SoC com GPU como plataforma de aceleração
de hardware, deve-se ao seu menor consumo energético. Um SoC FPGA da classe
ZYNQ, por exemplo, opera com um consumo de aproximadamente 1-2 W, enquanto
uma placa SoC com GPU de classe similar, como a Jetson Nano, apresenta um con-
sumo estimado entre 5-10 W. Dessa forma, a adoção do SoC FPGA justifica-se pelo
seu baixo consumo energético, possibilitando embarcar a arquitetura proposta.

2. A arquitetura proposta para o primeiro estudo de caso (identificação de falhas de es-
truturas sob estresse mecânico) está baseada emmáquina de estados finitos, prezando
pela simplicidade de implementação. A implementação da arquitetura em máquina
de estados permite uma maior facilidade de debug durante o desenvolvimento inicial,
assim como uma maior facilidade para atender os requisitos de timing da arquitetura.

3. No segundo estudo de caso (identificação de falhas em soldas de tubulações), a arqui-
tetura proposta passou por aprimoramentos no design, considerando as limitações do
uso de uma máquina de estados finitos. A nova versão adota uma estrutura pipeline
para aumentar o throughput do algoritmo acelerado em FPGA. Essa abordagem não
apenas reduz o tempo de processamento, mas também facilita a integração entre o
PS e o PL, permitindo o envio contínuo de dados após a latência inicial.

4. Para o terceiro estudo de caso (identificação de falhas no sensor de pressão de um
respiradormecânico), uma nova interface de comunicação como respiradormecânico
foi necessária de ser desenvolvida. Por conta das limitações da interface padrão do
respirador, não era possível executar ensaios com estímulos de entrada controlada
por scripts. Por conta disso, uma nova interface de comunicação e monitoramento dos
dados do respirador foi desenvolvida em MATLAB, comunicando com o respirador
através de uma interface USB.

5. Uma vez desenvolvida a ferramenta de comunicação com o respirador, foi identificado
o modelo do sistema de sensoriamento de pressão inspiratória. Esse modelo foi
utilizado para viabilizar a identificação de possíveis falhas no sensor de pressão. Para
explorar a implementação embarcada do terceiro caso se estudo, foi apresentada uma
arquitetura já desenvolvida em outro trabalho (Tonussi; Quintero, 2020).

6. Para otimizar os hiper-parâmetros do modelo apresentado no terceiro estudo de caso,
foi desenvolvido um algoritmo de teste recursivo. Esse algoritmo busca, por força
bruta, as combinações que resultam nos melhores valores de correlação entre a saída
real e a saída estimada.
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1.5 Contribuições da proposta

O desenvolvimento apresentado no primeiro e segundo estudo de caso resultou em
uma nova arquitetura de hardware para detecção de falhas, aplicada para os problemas
apresentados em (Virkkunen et al., 2021) e (Kubrusly et al., 2016). Através dessa arquitetura,
um sistema embarcado monitoramento de estruturas em tempo real pode ser desenvolvido,
capaz de detectar falhas e anomalias por estresse mecânico. Dessa forma, tarefas que co-
mumente são executadas por manutenção programada, podem ser substituídas por um
dispositivo embarcado, reduzindo a necessidade de tarefas manuais sem comprometer a
segurança do sistema.

Como resultado, este trabalho contribuiu para a publicação de dois artigos: o primeiro
sobre a comparação de desempenho entre HDL e HLS na identificação de estresse em
materiais (Mendes et al., 2023a), e o segundo sobre a detecção de falhas em tubulações de
oleodutos por meio de machine learning, atualmente em revisão pela IEEE Transactions
on Industrial Informatics (Ferreira et al., 2025). Detalhes dessas publicações podem ser
encontrados no Anexo A.

Neste trabalho, também são apresentados alguns resultados que foram coletados ao
longo do desenvolvimento do respirador de baixo custo TICÊ, projeto que recebeu atenção
dos canais de mídia nacionais (G1 Globo, 2022). Durante o desenvolvimento do mesmo, uma
aplicação prática de identificação de falha foi explorada, especificamente, uma modelagem
não determinística do modelo que relaciona pressão e fluxo permitiu a detecção de possíveis
falhas na medição da linha inspiratória do respirador.

1.6 Estrutura do Texto

Este documento está estruturado em seis capítulos:

No Capítulo 2, é apresentada a fundamentação teórica, introduzindo os conceitos
fundamentais para o entendimento do trabalho, entre eles: Detecção e falhas em sistemas
desconhecidos, o algoritmo PCA, a modelagem de sistemas por parâmetros NARX, o conceito
de uma rede neural RBF, o respirador mecânico utilizado e os métodos de validação OSA e
free-run.

No Capítulo 3, é apresentado um estudo bibliográfico sobre o estado da arte na área
de monitoramento estrutural por estratégias computacionais, destacando os dois primeiros
estudos de caso escolhidos para aceleração em hardware. Também é apresentado um estudo
sobre o estado da arte na área de identificação de sistemas em respiradores mecânicos.

No Capítulo 4, é apresentada a metodologia utilizada para alcançar os objetivos
propostos, evidenciando os algoritmos e as arquiteturas em hardware/software desenvolvidas.

No Capítulo 5, são apresentados os resultados, validando os três estudos de caso e
apresentado a arquitetura desenvolvida em hardware para os dois primeiros estudos de caso
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em conjunto com uma proposta em hardware para o terceiro estudo de caso.

No Capítulo 6, são discutidos a conclusão e a confirmação das hipóteses a partir dos
resultados apresentados no Capítulo 5.
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2 Fundamentação Teórica

2.1 Técnicas de Detecção de Falhas em Materiais Sobre Es-
tresse

Através do monitoramento de falhas em materiais sob tensão, é possível prevenir
acidentes graves decorrentes de rupturas e falhas críticas, aumentando a vida útil dos mate-
riais e reduzindo tanto os riscos financeiros quanto os impactos à segurança humana. Esse
monitoramento pode ser classificado em duas categorias: destrutivo e não destrutivo.

• Monitoramento Destrutivo

– Teste de Fadiga: Ensaio destrutivo de fadiga de materiais, através de teste
repetitivo de ductibilidade (ASTM International, 2015).

– Teste de Tensão: Ensaio destrutivo de tensão, através de aplicação de uma carga
de tensão até o limite da deformação elástica domaterial (ASTM International,
2016).

– Teste Fratura Mecânica: Estudo de comportamento de trincas em materiais
sobre teste (ASTM International, 2020).

• Monitoramento Não-Destrutivo

– Inspeção Visual: Método de inspeção manual simples, alto custo e suscetível
a erro humano.

– Teste de Radiografia: Utiliza raios-X para detecção de possíveis trincas e falhas
mecânicas no material, normalmente acompanhada de uma inspeção manual
visual (Hellier, 2012).

– Teste Ultrassônico: Utiliza de ondas de alta frequência para identificação de
falhas internas e superficiais de materiais (Krautkrämer; Krautkrämer, 1990).

Apesar dos ensaios destrutivos proporcionarem uma boa estimativa do tempo de
falha de alguns materiais, fatores adversos como clima, ambiente e variações no processo de
fabricação podem impedir que omaterial utilizado como corpo de prova seja verdadeiramente
representativo domaterial a ser monitorado. Por conta disso, métodos não destrutivos podem
ser preferíveis para aplicações críticas, em especial os métodos por monitoramento por raio-X
e por ondas ultrassônicas. Para o primeiro estudo de caso, uma abordagem não destrutiva
foi escolhida, mais especificamente, o monitoramento por ultrassom, escolhido por possuir
baixo custo de operação quando comparado com monitoramento por Raio-X. A seguinte
subseção apresenta mais detalhes sobre o monitoramento por ultrassom e o estudo de caso
abordado nesse trabalho.
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2.1.1 Uso de Ultrassom emMonitoramento

Ondas ultrassônicas são extensivamente utilizadas na área de monitoramento de ma-
teriais de maneira não destrutiva. Dentre as técnicas mais utilizadas, estão o monitoramento
por ondas Lamb e o monitoramento por ondas B-Scan.

• Monitoramento por ondas Lamb: O monitoramento por ondas Lamb funciona
através da excitação de um material rígido com ondas ultrassônicas (usando um
transdutor piezoelétrico, por exemplo). As oscilações do material e seus modos de
vibração são então capturados por um sensor adequado, como um strain gauge. Uma
característica fundamental da técnica de monitoramento por ondas Lamb é que essas
ondas são restritas a apenas um "plano"do material, apresentando resultados mais
satisfatórios em materiais de baixa espessura (Rose, 2014).

• Monitoramento por ondas B-Scan: O monitoramento por ondas B-Scan ocorre
por meio do processamento das reflexões das ondas ultrassônicas para a formação de
imagens. Para gerar essas ondas, é necessária a utilização de um transdutor, que pode
ser de um único elemento de transmissão/recepção ou um transdutor composto por
uma matriz controlável de elementos (Phased-array transducer) (Figura 2.1).

Figura 2.1 – Funcionamento simplificado de um PAT (Phased-array transducer) (Benthowave, 2025).

Para o primeiro estudo de caso, ondas do tipo Lamb foram utilizadas para a coleta de
dados, já no segundo estudo de caso, leituras por ondas B-Scan foram utilizadas.

2.1.2 Experimento do Primeiro Estudo de Caso

Os dados utilizados para o estudo de estimação de estresse em materiais foram
coletados do estudo (Kubrusly et al., 2016), nesse estudo, uma placa de alumínio com
dimensões de 800 × 100 × 3 mm possui as suas extremidades mais distantes fixadas em uma
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estrutura onde uma extremidade estava fixa enquanto a outra se movia sob a ação de um
parafuso sem-fim. Para criar um sinal de perturbação na placa, um transdutor piezoelétrico
foi utilizado para gerar um pulso de banda larga com largura de banda de 2.5MHz, induzindo
a propagação de múltiplos modos de Lamb na placa, os quais foram registrados por um
transdutor piezoelétrico situado a 700 mm de distância do transmissor. Cargas de tensão
foram aplicadas na placa ao girar o parafuso sem-fim, promovendo deformações entre 0 a
150 𝜇m/m. Essas deformações foram registradas por um strain-gauge resistivo localizado
no centro da placa (Figura 2.3). Por fim, o processo de excitação da placa foi realizado 499
vezes para diferentes níveis de deformação dentro da faixa mencionada. Os sinais adquiridos
foram amostrados a 10 MHz, com 8.192 amostras, abrangendo o intervalo observável de
130,0 𝜇s a 949,1 𝜇s (Mendes et al., 2023a).

Figura 2.2 – Experimento do primeiro estudo de caso. Imagem de (Kubrusly et al., 2016).

2.2 Técnicas de Detecção de Falhas em Dutos e Tubulações

Para o monitoramento de falhas em tubulações, as técnicas destrutivas apresentadas
em 2.1 também podem ser aplicadas, embora com menor efetividade. Isso ocorre porque
as tubulações possuem características estruturais distintas dos materiais sólidos utilizados
nos ensaios, com diferentes pontos suscetíveis a falhas. Um exemplo comum de falha em
tubulações são os pontos de solda, que foram escolhidos como foco do segundo estudo de
caso. Para o monitoramento dessas falhas, é comum a utilização das mesmas técnicas não
destrutivas apresentadas em 2.1.

2.2.1 Experimento do Segundo Estudo de Caso

Os dados desse estudo de caso foram coletados através de um experimento: O estudo
analisou uma solda em forma de U com 30 mm de largura, realizada em um tubo de aço
inoxidável austenítico 316L. O tubo possuía 40 mm de espessura e aproximadamente 400
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mm de diâmetro externo. Nesse tubo, foram identificadas três trincas planas circunferenciais
próximas à raiz da solda com profundidades de 1,6 mm, 4,0 mm e 8,6 mm, geradas por fadiga
térmica (Figura 2.2).

Figura 2.3 – Experimento do segundo estudo de caso. Imagem de (Ferreira et al., 2025).

Através de leituras ultrassônicas foram coletados dados utilizando uma varredura
phased array com ondas cisalhantes (Transmission Receive Shear), utilizando sondas matri-
ciais de 1,8 MHz. Para otimizar a visualização das trincas, foi aplicado um único ângulo de
varredura de 45◦. As informações ultrassônicas foram registradas no formato B-scan, mais
detalhes sobre o tubo e os métodos estão disponíveis em (Virkkunen et al., 2021).

Devido à alta dimensionalidade dos dados representados pelas imagens ultrassô-
nicas (UT-images), foi utilizado um procedimento de re-amostragem como etapa de pré-
processamento. As imagens B-scan, originalmente com resolução de 256 x 256 pixels, foram
redimensionadas para 128 x 128 pixels. Essa resolução foi selecionada para garantir que as
informações visuais fossem preservadas após o redimensionamento.

2.3 Algoritmos de Redução de Dimensionalidade

2.3.1 Algoritmo ICA

A Análise de Componentes Independentes (ICA) é um algoritmo que permite a
separação de sinais de fontes diferentes, através da análise da dependência estatística entre
os dados. Além da capacidade de separação de dados, o ICA também pode ser aplicado para
aplicações de redução de dimensionalidade, como no trabalho de (Lopes, 2013), em que ICA
é utilizado para extração de características principais em sinais de ECG.

O algoritmo do ICA pode ser simplificado da seguinte maneira:

X = 𝐴 · S
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• X é a matriz𝑚 × 𝑛 dos sinais observados, onde𝑚 é o número de sinais e 𝑛 o número
de amostras.

• S é a matriz 𝑘 × 𝑛 das fontes independentes, onde 𝑘 é o número de fontes.

• 𝐴 é a matriz𝑚 × 𝑘 de mistura, que é desconhecida.

Como saída do ICA, obtêm-se a matriz S a partir das observações X, ou seja, basta
encontrar a matriz𝑊:

S = 𝑊 · X

𝑊 é a matriz de separação, que é a inversa de 𝐴.

Em resumo, O ICA tenta reverter a mistura linear 𝑋 = 𝐴 · 𝑆, buscando encontrar a
matriz𝑊 que recupera as fontes 𝑆 independentes.

Apesar da capacidade do ICA de redução de dimensionalidade de dados, a principal
desvantagem desta técnica é que não ordena os componentes em termos da variância dos
dados. Nesse sentido, o algoritmo PCA é mais apropriado, pois, facilita a seleção dos compo-
nentes mais representativos dos conjuntos de dados do primeiro e segundo estudos de caso.
Este algoritmo é explicado em detalhes na seguinte subseção.

2.3.2 Algoritmo PCA

Tendo como objetivo utilizar um método eficiente de detecção de falhas, o algoritmo
Análise de Componentes Principais (PCA) foi escolhido como ferramenta principal de
redução de dimensionalidade dos problemas explorados. O algoritmo PCA foi escolhido
por conta de sua simplicidade de implementação e por sua capacidade de paralelização e
aceleração em hardware, explorado em mais detalhes na Seção 4.2.1. Em resumo, o PCA foi
utilizado para reduzir a dimensionalidade de dados de sistemas não lineares desconhecidos,
permitindo uma redução significativa do tamanho necessário do conjunto de dados a ser
utilizado para os modelos de identificação de falhas apresentados neste trabalho, sem perdas
significativas de informações.

O PCA funciona através do cálculo de uma transformação linear truncada (Eq. 2.1),
em que 𝐾 colunas da matriz V (ou seja, os componentes principais, PCs) formam uma base
ortogonal para as 𝐾 características, proporcionando uma aproximação de baixa dimensiona-
lidade (TK) dos dados de alta dimensionalidade X. Essa transformação está associada a outra
fatoração matricial dada pela Decomposição em Valores Singulares (SVD) de X ∈ ℂ𝑛×𝑚 (Eq.
2.2).
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TK = XVK (2.1)

X = U𝚺V𝐻 , (2.2)

ondeU ∈ ℂ𝑛×𝑛 eV ∈ ℂ𝑚×𝑚 sãomatrizes unitárias, eV possuem uma base ortonormal
dos autovetores correspondentes (Brunton; Kutz, 2019). 𝐻 denota o transposto conjugado
complexo.

A PCA possui duas etapas principais: a etapa de treinamento e a etapa de projeção.
Durante a etapa de treinamento, os componentes principais são obtidos utilizando a SVD.
Essa etapa é computacionalmente complexa e demorada, pois envolve o cálculo de uma
fatoração matricial (Bengio; Courville; Vincent, 2013). A etapa de projeção exige os compo-
nentes principais (PCs) e os valores de entrada para realizar a redução de dimensionalidade
(Eq. 2.1).

Neste trabalho, o PCA foi utilizado em dois estudos de caso diferentes:

• No primeiro estudo de caso, que utilizou dados do estudo (Kubrusly et al., 2016),
descrito em detalhes na Seção 2.1.2.

• No segundo estudo de caso, que utilizou os dados do estudo (Virkkunen et al., 2021),
descrito em detalhes na Seção 2.2.1.

Uma vez obtida a matriz reduzida pelo PCA (𝑇𝐾), é possível de executar a detecção da
existência de falhas do modelo através da utilização de qualquer algoritmo de classificação.
Neste trabalho, foi explorada a utilização do algoritmo LGR, por conta de sua simplicidade de
implementação e sua boa performance de estimação (Ferreira et al., 2025). A Seção seguinte
apresenta com mais detalhes o funcionamento do algoritmo, utilizando os segundo estudo
de caso como exemplo.

2.4 Algoritmo LGR

No primeiro e no segundo estudo de caso, foi utilizado o algoritmo LGR (Least
Generalized Regression) como classificador final para a detecção de falhas, depois da execução
do redutor de dimensionalidade PCA (Seção anterior).

No primeiro estudo de caso, o LGR foi implementado para a identificação binária
de falhas plásticas em materiais metálicos, já no segundo estudo de caso, o algoritmo foi
implementado para a identificação binária de falhas em soldas.

O algoritmo LGR implementado (Algoritmo 2.1), consiste de uma simples regressão
e classificação dos valores da matrix reduzida computada pelo PCA, utlizando valores de
coef e bias pré determinados:
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Algoritmo 2.1 Regressão LGR (exemplo segundo estudo de caso)
1: Entrada: Matriz de coeficientes LGR (coef), Linha de dados reduzida pelo PCA
(Xred_row), bias LGR (bias)

2: Saída: Classificação em dano da tubulação
3: Aplicação dos coeficientes LGR:

arg = coef · Xred_row

4: Adição de bias:
arg = arg + bias

5: Cálculo de probabilidade 𝑝̂ utilizando a função sigmoide:

𝑝̂ =
1

1 + 𝑒−arg

6: Classificação com base no limite pré definido:

𝑌 =

{
1 se 𝑝̂ < 0.5 (duto danificado)
0 se 𝑝̂ ≥ 0.5 (duto não danificado)

A utilização do PCA como método de redução de dimensionalidade e o LGR como
regressor permite a estimação das falhas de maneira direta, de acordo com o diagrama
apresentado na Figura 2.4.

Figura 2.4 – Método de estimação de falhas utilizado no primeiro e no segundo estudo de caso.
Imagem alterada de (Ferreira et al., 2025).

É importante ressaltar que, neste trabalho, o objetivo do primeiro e segundo estudo
de caso é viabilizar a detecção de falhas em tempo real, apesar disso, o algoritmo LGR não
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foi acelerado pelo arquitetura proposta. Essa decisão se deu por conta dele não possuir custo
computacional relevante quando comparado com algoritmo PCA. Evidência verificada na
Seção 4.2.1.

Para o terceiro estudo de caso, PCA e LGR não foram utilizados para a detecção
de falhas, em vez disso, um modelo simples de monitoramento foi proposto, baseado na
comparação de dados estimados por um modelo e os dados mensurados, como apresentado
na seguinte seção.

2.5 Detecção de Falhas em Sistemas Desconhecidos

Por meio da estimação do modelo de uma planta de sistema, é possível estimar sua
saída em tempo real, permitindo a comparação entre os valores reais de saída da planta e os
valores estimados pelo modelo desenvolvido (Marcu et al., 2001) (Figura 2.5).

Figura 2.5 – Exemplo genérico de detecção de falhas.

Neste trabalho, a identificação de falhas do primeiro e o segundo estudo de caso
utilizaram uma classificação binária (com ou sem falha), através da computação do valor de
divergência de cada conjunto de dados comparado com modelos treinados sem nenhuma
falha. Ou seja, uma vez que os valores de entrada apresentaram divergência dos dados
utilizados no treinamento, uma falha foi detectada. A utilização desses modelos é explicada
em detalhes na Seção 2.4 e 2.3.2. Para o terceiro estudo de caso, não foi atribuído um threshold
de detcção de falhas, nesse caso, foi utilizado o critério estatístico R-squared (Teimourzadeh
et al., 2021).

Para a modelagem da planta do terceiro estudo de caso, foi escolhido uma rede neural
de fácil implementação em hardware, alimentada por conjuntos de dados com regressores
NARX (Seção seguinte). Uma proposta de aceleração dessa arquitetura é apresentada na
Seção 5.2.3.
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2.6 NARX em Modelagem de Sistemas

Para permitir que a rede neural proposta capturasse padrões complexos de interação,
foi inicialmente utilizado um modelo NARMAX como entrada da rede. Este método é con-
solidado na literatura e amplamente empregado na identificação de sistemas não lineares,
com sucesso comprovado em trabalhos como (Muñoz; Acuña, 2021), (Ahmed et al., 2022) e
(Shan; Hou, 2016). Apesar disso, ao tentar utilizar o modelo NARMAX, foram encontradas
dificuldades na estimação dos hiperparâmetros relacionados aos termos de erro do sistema –
etapa essencial para a modelagem NARMAX. Essa dificuldade decorreu da falta de infor-
mações sobre o sistema a ser identificado, caracterizado como ummodelo de caixa-preta.
Diante disso, o modelo NARX foi escolhido como uma alternativa mais viável, pois não exige
a estimação dos termos de erro do sistema. A organização de um conjunto de dados em um
modelo NARX é feita através da estrutura apresentada na Equação 2.3.

As entradas do modelo NARX são definidas em termos de entrada 𝑢(𝑡) e saída 𝑦(𝑡):

𝑦(𝑡) = 𝐹
[
𝑦(𝑡 − 1), 𝑦(𝑡 − 2), . . . , 𝑦(𝑡 − 𝑛𝑦),𝑢(𝑡 − 1),𝑢(𝑡 − 2), . . . ,𝑢(𝑡 − 𝑛𝑢)

]
, (2.3)

onde 𝐹 é uma função não linear que mapeia as entradas atrasadas para a saída
no instante 𝑡, 𝑛𝑦 representa a quantidade de termos de saída atrasada e 𝑛𝑢 representa a
quantidade de termos de entrada atrasada. A estimação dos hyper-parâmetros 𝑛𝑦 e 𝑛𝑢 não é
trivial e depende muitas vezes de processos empíricos ou de algoritmos de brute-force para
encontrar os melhores resultados para uma arquitetura eficiente (Singla; Subbarao; Junkins,
2007).

Neste trabalho, para a função 𝐹 apresentada na equação 2.3, uma rede neural RBF
foi utilizada, por conta de sua simples arquitetura (somente uma camada escondida), por
possuir rotinas de treinamento relativamente simples e por ser considerada um aproximador
universal de funções, além de apresentar boa capacidade de identificação de sistemas caixa
preta (Billings; Voon, 1984).

2.7 Rede Neural RBF

A rede neural de base radial (Radial Basis Function - RBF) 2.6 é uma rede neural
composta de 3 camadas básicas: Uma camada de entrada, uma camada oculta e uma camada
de saída. Na camada oculta da rede, utiliza-se uma função de base radial como função de
ativação dos neurônios, normalmente uma função Gaussiana como a apresentada na 2.4.

𝜑(x, c) = exp
(
−∥x − c∥2

2𝜎2

)
, (2.4)
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onde x representa o vetor de entrada, c é o centro da base radial e 𝜎 é o parâmetro de
largura da função, que controla a suavidade da função. O modelo final da rede RBF pode ser
expresso como:

𝑦(x) =
𝑁∑︁
𝑖=1

𝑤𝑖𝜑(x, c𝑖), (2.5)

onde 𝑦(x) é a saída da rede, 𝑁 é o número de neurônios na camada oculta, 𝑤𝑖 são os
pesos da camada de saída e c𝑖 são os centros de cada função de base radial. Comparativamente,
redes RBF possuem baixa complexidade de treinamento quando comparada com redes deep-
learning, já que o treinamento da rede RBF utiliza de algoritmos com custos computacionais
relativamente baixos para a determinação dos parâmetros. Por exemplo, os centros c𝑖 podem
ser estimados pelo método kmeans (Tonussi; Quintero, 2020) e os pesos 𝑤𝑖 podem ser
estimados por Ordinary-Least-Squares (Frost, 2019). Apesar da facilidade de treinamento da
rede, ela apresenta um bom desenpenho para estimação de sistemas não lineares.

Figura 2.6 – Rede Neural RBF utilizada em (Tonussi; Quintero, 2020).

Visto que não foi feita a classificação binária de falhas por LGR no terceiro estudo de
caso, para a validação do modelo proposto, foram utilizados métodos estatísticos clássicos:
Validação por Free-Run e validação por One-Step-ahead (Seção seguinte).

2.8 Métodos de validação utilizados: Free-Run e One-Step-
Ahead

No método de validação one-step-ahead (OSA), as saídas da planta real são utilizadas
para alimentar o próximo passo de estimação 𝑡 + 1 do modelo identificado (Ljung, 1999). O
valor de saída estimado, é então comparado ao valor observado real para avaliar a precisão
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do modelo. Se denotarmos a saída real no tempo 𝑡 como 𝑦(𝑡) e a saída prevista pelo modelo
como 𝑦̂(𝑡 |𝑡 − 1), o erro da previsão one-step-ahead pode ser expressado como na Eq. 2.6:

Erro(𝑡) = 𝑦(𝑡) − 𝑦̂(𝑡 |𝑡 − 1). (2.6)

Ou seja, para a validação OSA, não existe uma acumulação explícita de erro ao longo
do período de validação, pois, o modelo faz sua estimação somente um passo de tempo por
vez. Validar ummodelo utilizando somente o OSA pode ser inadequado, já que uma previsão
de um único passo à frente pode estar mal feita mas ter seu erro completamente compensado
por entradas e saídas da planta real, dando uma falso indicativo de uma modelagem bem
feita.

Diferente do OSA, o método free-run (FR) pode servir como uma evidência mais
sólida para validação de modelos. O método FR compara a saídas estimadas com as saídas
reais de um sistema quando este é deixado para operar livremente, sem a adição de entradas
externas provenientes da planta real. A validação por free-run é particularmente útil para
avaliar o desempenho de um modelo em capturar a dinâmica de um sistema em condições
operacionais naturais e para avaliar por quanto tempo um modelo puramente estimado
consegue convergir para uma resposta representativa do sistema real (Billings; Voon, 1984).

Se denotarmos a saída do sistema como 𝑦(𝑡) e a saída do modelo como 𝑦̂(𝑡), o erro
da previsão free-run pode ser expressado como na Eq. 2.7:

Erro(𝑡) = 𝑦(𝑡) − 𝑦̂(𝑡). (2.7)

Ou seja, diferente do método OSA, erros de estimação do modelo são acumulados ao
longo do período de validação.

Para os treinamentos e validações OSA e FR do terceiro estudo de caso, foi utilizada
uma planta real: Um respirador mecânico de baixo custo, desenvolvido pela Universidade
de Brasília (UnB), planta explicada em detalhes na Seção seguinte.
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2.9 Terceiro Estudo de Caso - Respirador TICÊ

Figura 2.7 – Planta simplificada do respirador mecânico TICÊ (Barbalho, 2021)

O respirador mecânico TICÊ foi a planta utilizada para o terceiro estudo de caso deste
trabalho. Em resumo, o sistema do respirador pode ser dividido em 2 partes:

• Parte Interna: Composta de tubulações hidráulicas, atuadores, sensores de pressão e
sensores de volume; Encapsulado por uma caixametálica, combotões de configuração
e uma tela touch (Figura 2.8).

Figura 2.8 – Caixa do respirador mecânico TICÊ.

• Parte Externa: Fontes de oxigênio e ar comprimido, tubos para interfaceamento
invasivo com o paciente e pulmão (orgânico ou artificial), observado na Figura 2.9.
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Figura 2.9 – Pulmão artificial conectado com respirador mecânico TICÊ.

Como a proposta neste trabalho é apresentar uma solução não determinística para
detecção de falhas do sensor de pressão inspiratória, apenas o sensor de pressão𝑃𝑇 2, indicado
na Figura 2.7, teve sua saída estimada. Apesar disso, os atuadores 𝐹𝑉1, 𝐹𝑉2, 𝐹𝑉3, 𝐹𝑉4 e
sensores 𝐹𝑇 4, 𝐴𝑇 3, também foram utilizados, porém, somente como entradas do modelo
do sensor sintético.

2.10 Controle do Respirador TICÊ

Para o respirador mecânico desenvolvido (TICÊ), o sistema de controle de oxigênio,
pressão e fluxo utiliza um controlador PID profissional, tal como mostrado na Figura 2.10
obtido da tese de doutorado de Bestard, 2017. Esse tipo de PID apresenta diversas vantagens
em relação ao controlador PID convencional (BESTARD, 2017), entre elas:

• Proteção wind-up no componente integrativo.

• Medições, referência e variável controlada são filtradas dentro do controlador.

• Os valores de medição são utilizados para normalizar os cálculos do controlador.

• O termo integrativo do controlador pode ser inicializado de acordo com o valor inicial
do atuador.

• O termo derivativo possui proteção contra "chute"(kick protection algorithm).

Para o controle de pressão PEEP (Figura 2.11) é utilizado um sistema de controle
com realimentação simples onde o controlador PID2 gera um sinal de controle (FV4) para o
processo, com base na medição do sensor de pressão após o misturador (PT4). Já no controle
de pressão e de fluxo utiliza-se um sistema com duas entradas (Figura 2.12): spPID0 e spPID1
(referências para os controladores de pressão e concentração de oxigênio, respectivamente).
Pode ser observado que para o controlador PID 1 o sinal de erro é calculado como a diferencia
entre a referencia de %O2 e a concentração estimada (através de um preditor Smith). As
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saídas são a abertura da válvula de oxigênio (FV2), a abertura da válvula de ar-comprimido
(FV3) e a concentração (𝛼).

Figura 2.10 – Esquema de controlador PID profissional apresentado em (BESTARD, 2017)

Figura 2.11 – Esquema geral de controle de PEEP.

A saída 𝛼 da Figura 2.12 é a entrada do preditor Smith que engloba o processo de
mistura de oxigênio e ar. O preditor Smith gera como saída o valor da concentração de
oxigênio estimada (%O2, Figura 2.13), eliminando o atraso de transporte de dito sistema de
medição.

Figura 2.12 – Loop de controle de O2.
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Figura 2.13 – Design do preditor Smith.

A Figura 2.12 define o sistema de controle para %O2 gerando três saídas correspon-
dentes às saídas das válvulas FV2 e FV3, que controlam três variáveis dependentes entre
si (pressão ou volume, %O2, e a pressão PEEP). As equações 2.8, 2.9, 2.10 e 2.11 mostram
como é feito o cálculo das variáveis intermediárias do sistema de controle apresentado.

𝐹𝑉2 = 𝑎 ∗ 𝑉𝑎𝑙𝑣𝑒𝑆𝑢𝑚 (2.8)

𝐹𝑉3 = 𝑏 ∗ 𝑉𝑎𝑙𝑣𝑒𝑆𝑢𝑚 (2.9)

𝑎 = 1 − 𝑏 (2.10)

𝛼 =
𝐹𝑉3
𝐹𝑉2

(2.11)

2.11 Considerações finais do capítulo

Neste capítulo, foi apresentada a fundamentação teórica necessária para entendi-
mento do trabalho. Para o desenvolvimento da arquitetura proposta nos dois primeiros
estudos de caso, a explicação do funcionamento dos algoritmos implementados foi feita
nas Seções 2.3.2 e 2.1. Já para o terceiro estudo de caso (respirador mecânico), outros con-
ceitos foram necessários de se contextualizar: (a) Funcionamento da planta do respirador
(b) O modelo NARX utilizado para estimação de pressão, (c) Os métodos de validação para
identificação não determinística, (d) A arquitetura do controlador PID implementado no
respirador estudado e (e) A rede neural RBF utilizada para o trabalho de identificação da
pressão inspiratória.
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3 Revisão da Literatura

3.1 Revisão da Literatura para o Primeiro e o Segundo Estudo
de Caso

A partir da análise do estado da arte em estimação de estresse e danos estruturais
em materiais, foram identificadas alguns dos métodos mais predominantes na literatura
e suas limitações. Desse modo, foi possível selecionar os melhores algoritmos para serem
acelerados em uma arquitetura inédita. Por fim, através do estudo do estado da arte, foi
possível comprovar a relevância do desenvolvimento de uma nova arquitetura embarcável.

• Estimação de estresse em materiais

Para verificar a importância do primeiro estudo de caso escolhido, foi feito um estudo
bibliográfico dos temas de pesquisa relacionados com estimação de estresse por
sensores ultrassônicos. Para isso, foi utilizado o software VOSviewer e a base de dados
SCOPUS. A função aplicada no campo de pesquisa de periódicos pode ser obsevada
na Eq. 3.1.

(𝑠𝑡𝑟𝑎𝑖𝑛 & 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 & 𝑢𝑙𝑡𝑟𝑎𝑠𝑜𝑛𝑖𝑐 &𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙) (3.1)

Utilizando a função de agrupamento por co-ocorrência de palavras-chave, foi feita a
análise os tópicos mais explorados dentro desse tema (Figura 3.1). Nessa figura, pode
ser observado que três clusters foram gerados, sendo dois focados em estudos estrutu-
rais e um formado de estudos biomédicos, clarificando também, as conexões entre as
palavras chaves utilizadas nos artigos. Por exemplo, o tema de (testes ultrassônicos)
aparece conectado com (detecção de danos) e com (teste de fadiga).
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Figura 3.1 – Áreas de pesquisa relacionadas com preditores estimação de estresse + ultrassônico +
material.

Após a análise das palavras chaves, foi observado que as áreas mais trabalhadas
com estimação de estresse ultrassônico foram: (a) Estudos envolvendo elasticidade
de materiais, (b) Estudos de imagem médicas, (c) Estudos envolvendo detecção de
falhas. Isso evidencia uma variação de aéreas de estudo que utilizam de estratégias
de monitoramento por ondas ultrassônicas, apresentando o interesse da literatura no
assunto. Na Tabela 3.1, são apresentados os artigos de maior contribuição no tema,
por número de citações, encontrados no estudo bibliográfico da Figura 3.1.

Tabela 3.1 – Artigos sobre estimação de estresse, selecionados por relevância (número de citações)

REF Problema Área de Aplicação Plataforma
computacional Algoritmo Utilizado

(Chen; Chen; Huang, 2016)

Desenvolvimento de um sistema
detecção de deformação cardíaca
por ultrassom 3D, otimizado para
execução próxima ao tempo real

Engenharia Biomédica GPUs Dynamic Programming
Method

(Popp et al., 2020)

Métodos não destrutivos para
identificar falhas
mecânicas em baterias de
lítio por meio de ultrassom

Engenharia Elétrica Não Apresentada Time of Flight
cross-correlation

(Stanzl-Tschegg et al., 2016)
Caracterização da superfície
de fratura e propagação de
trincas pequenas em alumínio

Engenharia Mecânica Inspeção Manual Não Aplicado

(Wang; Feng; Jiang, 2017) Um novo método de avaliação da
microplasticidade em fadiga de alto ciclo Engenharia Mecânica Não Apresentada Manson-Coffin

(Wittek et al., 2016)

Uma abordagem por elementos finitos
para identificar propriedades hiperelásticas
anisotrópicas de paredes aórticas
normais e doentes usando imagens de
deformação cardíaca
por ultrassom 4D

Engenharia Biomédica Computador
conevncional

NELDER-MEAD
simplex algorithm

A partir da Tabela 3.1, pode-se verificar que a utilização de técnicas de medição por
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ultrassom é um tópico atual e interdisciplinar. Apesar disso, os artigos mais relevantes
encontrados, não exploraram conceitos de aceleração de algoritmos, com exceção do
trabalho (Chen; Chen; Huang, 2016). Para evidenciar de maneira mais clara como a
aceleração de algoritmos é abordada nesse tópico, uma nova pesquisa bibliográfica
foi feita, utilizando a função de busca apresentada em Eq. 3.2.

(𝑠𝑡𝑟𝑎𝑖𝑛 & 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 & 𝑢𝑙𝑡𝑟𝑎𝑠𝑜𝑛𝑖𝑐 &𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 & 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛) (3.2)

A partir dessa pesquisa, somente dois artigos com mais de 2 citações foram encontra-
dos: (Abbas et al., 2021) e (Rivaz et al., 2014).

• Tecnologias atuais sobre Monitoramento de Dutos

Para verificar a importância do segundo estudo de caso escolhido, um estudo biblio-
gráfico similar ao primeiro estudo de caso foi feito. Dessa vez, incluindo optimization
como uma nova palavra-chave na busca. A pesquisa foi novamente feita com o soft-
ware VOSviewer e a base de dados SCOPUS. A função aplicada no campo de pesquisa
pode ser observada em Eq. 3.3.

(𝑝𝑖𝑝𝑒𝑙𝑖𝑛𝑒 & 𝑢𝑙𝑡𝑟𝑎𝑠𝑜𝑛𝑖𝑐& 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛) (3.3)

Figura 3.2 – Áreas de pesquisa relacionadas com dutos + ultrassônico + material + otimização.
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Após a análise das palavras chaves (Figura 3.2), foi observado que as áreas mais
trabalhadas em monitoramento ultrassônico de dutos foram: (a) Testes ultrassônicos,
(b) Reconstrução de imagens, (c) Testes acústicos e (d) Otimizações. Apesar de um
total de 4 clusters principais terem sido formados, as interconexões entre as palavras
chave foram abundantes, indicando uma possível concentração de publicações na
mesma área de conhecimento. Para verificar essa teoria, foram selecionados os artigos
de maior contribuição do assunto Tabela 3.2.

Tabela 3.2 – Artigos sobre monitoramento de dutos, selecionados por relevância (número de citações)

REF Problema Área de Aplicação Plataforma
Computacional Algortimo Utilizado

(Martin et al., 2018) Novo algoritmo para reconstrução
de imagens de sensores ultrassonicos Engenharia Mecânica Não informado ECT inversion and

TOMOFAST-X

(Park et al., 2017) Novo transdutor para monitoramento
de dutos e tubulações Engenharia Mecânica Não informado

Pulse-echo
and
through-transmission

(Thon et al., 2022) Otimização de um algoritmo para
inspeção de tubulações corroídas. Engenharia Mecânica GPU Pogo Finite

Element Model

(Niu; Chen; Marques, 2017)

Otimização da matriz de transdutores
piezoelétricos através de técnicas
de simulação para testes com
ondas guiadas em tubulações

Engenharia Mecânica Computador Convencional
(MATLAB)

Finite Element
Analysis

Novamente, assim como na análise bibliográfica do primeiro estudo de caso, os
artigos com maiores números de citações não exploraram otimizações em hardware
dedicado.

3.1.1 Revisão Geral da bibliografia de arquiteturas para detecção de falhas

Com o objetivo de melhor entender os trabalhos mais relevantes relacionados a oti-
mizações de algoritmos para monitoramento de estruturas, foi realizada uma nova pesquisa
bibliográfica. Nessa pesquisa final, três critérios objetivos para classificar os artigos foram
escolhidos:

• Algoritmo utilizado para monitoramento: Verifica qual algoritmo foi implementado
para o monitoramento da estrutura.

• Estratégias para redução de conjunto de dados: Especifica quais estratégias fora
empregadas para a redução do conjunto de dados.

• Se o algoritmo é embarcado: Uma simples verificação se o algoritmo de monitora-
mento proposto foi embarcado.

Para filtrar os artigos, alguns critérios subjetivos foram definidos: Relevância para o
tema, citações e data de publicação; nesta ordem de prioridade. Os resultados podem ser
vistos na 3.3.
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Tabela 3.3 – Resultados da pesquisa bibliográfica para a arquitetura implementada

REF Resumo Algoritmo utilizado Estratégias para redução
dos conjuntos de dados

O algoritmo
é embarcado?

(Ying et al., 2013)
Detecção de danos em tubulações de aço,
através de técnicas de
monitoramento estrutural

SVMs e AdaBoost Normalização por energia
e filtragem passa-baixa Não

(Sen et al., 2019)
Detecção de danos em tubulações,
utilizando algoritmos de
aprendizado de máquina

multinomial logistic
regression PCA Não

(Lee et al., 2013)
Previsão de falhas em oleodutos e
gasodutos utilizando monitoramento
em tempo real

Euclidean-SVM Nenhuma Aplicada Não

(Dehghan-Niri; Salamone, 2015) Novo método de monitoramento estrutural
e identificação de corrosão

probabilistic
reconstruction algorithm Nenhuma Aplicada Não

(Xu et al., 2019) Detecção de defeitos em tubulações
utilizando transdutores PZT

Finite element
method (FEM) matching pursuit (MP) Não

(Bouzenad et al., 2019) Monitoramento da integridade de tubulações
por método K-means K-means Nenhuma Aplicada Não

(Gao et al., 2015)
Monitoramento da quantidade de areia em
reservatórios através de
ondas ultrassônicas

Deterministic Model Wavelet decompostition Não

(Brath et al., 2017) Detecção de corrosão em
curvas de tubulações INELAN Média de sinais

de entrada Não

(Livadiotis; Ebrahimkhanlou; Salamone, 2019) Monitoramento de tubulações através de
reconstrução algébrica

Algebraic
reconstruction technique
(ART)

Nenhuma Aplicada Não

(Dubuc; Ebrahimkhanlou; Salamone, 2018) Algoritmo para localização de múltiplos
estímulos de ultrassom em tubulações matching pursuit (MP) Nenhuma Aplicada Não

A pesquisa bibliográfica apresentada na Tabela 3.3 permite visualizar quais algorit-
mos são mais abordados na literatura para o monitoramento de dutos por ultrassom. Entre
esses artigos, os trabalhos (Sen et al., 2019), (Xu et al., 2019) e (Gao et al., 2015) se destacam
pela utilização de algoritmos complexos para a redução do conjunto de dados estudado.
Desses artigos, (Sen et al., 2019) foi classificado como o segundo artigo de maior importância,
de acordo com o critério escolhido, utilizando o algoritmo PCA para a redução de dimen-
sionalidade do modelo. A partir da mesma Tabela, também foi possível perceber o baixo
interesse dos artigos com maior importância na aplicação de métodos de monitoramento
em plataformas computacionais embarcadas.

3.2 Revisão da Literatura para o Terceiro Estudo de Caso

3.2.1 Sobre Controle e Correção de Falhas em Ventiladores Mecânicos

Para verificar a importância do terceiro estudo de caso escolhido, foi feito um estudo
bibliográfico dos temas de pesquisa relacionados com controle de respiradores mecânicos.
Para isso, foi utilizado o software VOSviewer e a base de dados SCOPUS. A função aplicada
no campo de pesquisa de periódicos pode ser observada na Eq. 3.4.

( 𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 & 𝑣𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑜𝑟 & 𝑐𝑜𝑛𝑡𝑟𝑜𝑙) & (𝑠𝑢𝑏𝑎𝑟𝑒𝑎 , ”𝐸𝑛𝑔𝑖𝑛𝑒𝑒𝑟𝑖𝑛𝑔” ) (3.4)

Como pode ser observado na Figura 3.3, essa pesquisa gerou 3 clusters com alto grau de
interconexão. Ou seja, a maioria dos artigos publicados nessa área abordam temas similares.
Por exemplo, muitos dos artigos observados nessa pesquisa bibliográfica exploraram os
temas: Covid-19, tratamento intensivo (UTI), simulação computacional e identificação de
sistema de controle.
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Figura 3.3 – Áreas de pesquisa relacionadas ao controle de ventiladores mecânicos.

Como foram obtidos muitos resultados com o filtro 3.4 (cerca de 200 artigos), foi
utilizado um critério de filtragem para selecionar as pesquisas de inovação com os maiores
números de citações (Tabela 3.4). Além disso, também foi feita uma classificação desses tra-
balhos em 4 categorias diferentes: Problema, estratégias de controle, estratégias de correção
de erro e testes em seres vivos.
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Tabela 3.4 – Trabalhos principais relacionados com respiração mecânica com alto índice de citação.

REF Problema
Estraté-
gias de
Controle

Estratégias de
Correção de
Erro em
Medições

Tes-
tado
em
seres
vivos?

Hernan-
dez, 2016
(Hernan-
dez et al.,
2016)

Desenvolvimento de sensor de
umidade para ventiladores mecânicos

Não
aplicável

Ajuste por
mínimos
quadrados

Sim

Robert,
2010

(Robert et
al., 2010)

Desenvolvimento de um novo
regulador para ventiladores mecânicos

Controla-
dor de
pressão

com lag de
fase

Nenhum Sim

Sundare-
san, 2011
(Ashwath
et al.,
2011)

Novo método para otimizar valores de
PEEP em pacientes ARDS Nenhum

Linearização e
normalização de

medições
Sim

Beau-
lieu2012
(Beaulieu
et al.,
2012)

Identificação do sistema de
impedância de um ventilador

mecânico

Controla-
dor com
feedback
proporcio-

nal

Welch’s
overlapped-
segment
averaging

(WOSA), Função
de desidade

spectral cruzada
média.

Sim

Massa-
roni2017
(Massa-
roni et al.,
2017)

Sistema de medição para
monitoramento de temperatura e

umidade em ventiladores mecânicos
Nenhum Filtro Notch Não

Pode-se concluir dessa pesquisa que muitos dos trabalhos não utilizaram estratégias
simultâneas para redução de erro em medições e estruturas de controle.

3.2.2 Revisão Geral da bibliografia do terceiro estudo de caso

Com o objetivo de melhor entender os trabalhos mais relevantes relacionados ao
controle de ventilação mecânica, foi realizada uma nova extensa pesquisa bibliográfica.
Nessa pesquisa final, três critérios objetivos para classificar os artigos foram escolhidos:

• Estratégias de controle: Descreve quais técnicas e/ou controladores comuns foram
utilizados.

• Estratégias de redução de erro: Descreve quais estratégias de filtragem ou de detecção
de falhas foram utilizadas nos dados antes de alimentá-los no sistema de controle.
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• Testados em humanos/animais: Uma simples verificação para confirmar se os testes
foram realizados em seres vivos.

Para filtrar os artigos, foram definidos critérios subjetivos, na seguinte ordem de
prioridade: Relevância para o tema, citações e data de publicação. Os resultados podem ser
vistos na Tabela 3.5.
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Tabela 3.5 – Resultados da pesquisa bibliográfica para o respirador mecânico. (1/2)

REF Resumo

Estraté-
gias de
con-
trole

Estratégias de
redução de erro

Testado
em

huma-
nos/a-
nimais
vivos?

Hernan-
dez2016

(Hernandez
et al., 2016)

Um novo tipo de sensor de umidade é
desenvolvido, testado e validado em
experimentos reais. O sensor é testado
dentro de uma linha inspiratória de um

ventilador mecânico.

Não
Aplicá-
vel

Regressão por
mínimos
quadrados

Sim

Robert2010
(Robert et
al., 2010)

Um novo ventilador mecânico funcional
é desenvolvido usando uma tecnologia
de inspiração líquida. O artigo também
explica como técnicas de controle

simples podem ser usadas nesse novo
sistema. Testes são feitos em simulações
de computador, pulmões artificiais e

animais. O controle é feito via ventilação
controlada por pressão (PCV).

Contro-
lador
de

atraso
de fase

Não Sim

Sundare-
san2011

(Ashwath et
al., 2011)

Um novo modelo matemático é
desenvolvido capaz de calcular o valor
correto de PEEP para pacientes com
síndrome do desconforto respiratório
agudo (SDRA). Este modelo usa
pressões de fechamento e abertura,

volume aplicado e capacidade pulmonar
total.

Não
Linearização e
normalização de

medições
Sim

Beau-
lieu2012

(Beaulieu et
al., 2012)

Uma nova estratégia de estimulação
volumétrica é desenvolvida para ser
aplicada no canal inspiratório de um
ventilador mecânico. Para isso, é criado
um novo modelo que descreve como o
fluxo de entrada e a pressão estão

relacionados.

Con-
trole de
feed-
back
propor-
cional

Média
segmentada
sobreposta de
Welch e função
de densidade
espectral

cruzada média

Sim

Massa-
roni2017
(Massaroni
et al., 2017)

Um novo sistema é desenvolvido para
medir simultaneamente a umidade e a
temperatura em uma linha de fluido de

um ventilador mecânico.

Não Filtro Notch Não

Chat-
burn2011
(Chatburn;
Mireles-

Cabodevila,
2011)

Diferentes modos de ventilação são
estudados, analisando cuidadosamente
o sistema de controle de cada um.

Não
Aplicá-
vel

Não Aplicável
Não

Aplicá-
vel

Lueps-
chen2007
(Luepschen;

Zhu;
Leonhardt,
2007)

Uma nova estratégia de recuperação de
paciente é proposta para falha

respiratória aguda. Esta estratégia usa
um controle PID-Smith aplicado a um

ventilador mecânico comercial.

Contro-
lador
PID-
Smith

Não Sim

Mesic2003
(Mešić et al.,

2003)

Um novo sistema mecânico é
desenvolvido para simular o

comportamento pulmonar humano. O
sistema é testado e validado em um

protótipo real.

Contro-
lador
PID

Linearização em
pontos

operacionais
específicos

Não
Aplicá-
vel

Teh-
rani2013
(Tehrani,
2013)

Uma nova estratégia de controle é
desenvolvida com base na ventilação

assistida proporcional (PAV),
juntamente com sua implementação em

hardware. Um controlador
especializado é desenvolvido para esse

propósito.

Contro-
lador
não
especi-
ficado

Filtro de média
móvel simples e
"Ventilação
Média Me-

dida"(AMMV)

Não

Lei2017
(Lei, 2017)

Diferentes tipos de ventilação mecânica
são estudados, analisando as variáveis
importantes para cada tipo de controle.

Não
Aplicá-
vel

Não Aplicável
Não

Aplicá-
vel

Tehrani2008-
1 (Tehrani,
2008a)

Um estudo bibliográfico é feito sobre
diferentes tipos de técnicas de controle

para ventilação mecânica.

Não
Aplicá-
vel

Não Aplicável
Não

Aplicá-
vel
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Tabela 3.6 – Resultados da pesquisa bibliográfica para o respirador mecânico. (2/2)

REF Resumo

Estraté-
gias de
con-
trole

Estratégias de
redução de erro

Testado
em

huma-
nos/a-
nimais
vivos?

Tehrani2008-
2 (Tehrani,
2008b)

Estudo bibliográfico sobre diferentes
tipos de técnicas modernas de controle

para ventilação mecânica.

Não
Aplicá-
vel

Não Aplicável
Não

Aplicá-
vel

Teh-
rani2004
(Tehrani et
al., 2004)

Desenvolvimento de uma nova
estratégia de controle baseada na
combinação de duas outras técnicas

patenteadas.

Contro-
lador
PID
com
algo-
ritmo
"step-
wise"

Não Sim

Smith1996
(Smith;

Shneerson,
1996)

Estudo comparativo usando 4
ventiladores mecânicos comerciais em

pulmão humano.

Não
Aplicá-
vel

Não Aplicável Não

Sayin2018
(Sayin,
2018)

Desenvolvimento de um novo ventilador
mecânico para facilitar o transporte de

bebês com falência respiratória.
Modelos de simulação e um protótipo

são criados.

Contro-
lador
PID

Filtro de média
móvel simples Não

Mushin1954
(Mushin,
1954)

Estudo bibliográfico sobre diferentes
tecnologias disponíveis em ventiladores

mecânicos (1954).

Não
Aplicá-
vel

Não Aplicável
Não

Aplicá-
vel

Vish-
noi1991
(Karab, )

Desenvolvimento de um novo ventilador
mecânico capaz de administrar
anestésicos para pacientes.

Contro-
lador
adapta-
tivo

com ho-
rizonte
rece-
dente

Estimação de
variáveis usando

mínimos
quadrados com

fator de
esquecimento

Sim

Radzi2021
(Radzi,
2021)

Proposta de uma nova estratégia de
controle para equilibrar a mistura de ar

e O2 em um ventilador mecânico
utilizado em UTIs.

Contro-
lador
PID

Não Não

Bor-
rello2005
(Borrello;
Enterprises;
Diego,
2005)

Estudo bibliográfico sobre diferentes
modelos matemáticos necessários para o

desenvolvimento de ventiladores
mecânicos.

Não
Aplicá-
vel

Não Aplicável
Não

Aplicá-
vel

Id2020 (Id
et al., 2020)

Desenvolvimento de um ventilador
mecânico de produção rápida e não
patenteado para ajudar no tratamento

de pacientes contaminados com
COVID-19.

Con-
trole
pura-
mente
mecâ-
nico

Não Sim

Rogers2003
(Rogers et
al., 2003)

Desenvolvimento de uma estratégia de
controle para a mistura de ar e O2 em

um ventilador mecânico.
PID Não Sim

Kira-
tiwudhi-
kul2014
(Kira-

tiwudhikul;
Chanya-

gorn, 2014)

Proposta de uma nova estratégia de
controle para equilibrar a mistura de ar

e O2 em um ventilador mecânico
utilizado em oxigenoterapia. FiO2 é
determinado por LUTs via web.

Não Não Não

Rodri-
gues2022
(Rodrigues,

2022)

Estudo bibliográfico sobre diferentes
estratégias de equilíbrio da mistura

O2-Ar.

Não
Aplicá-
vel

Não Aplicável
Não

Aplicá-
vel
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A pesquisa bibliográfica apresentada na Tabela 3.5/3.6 proporcionou uma visão mais
clara sobre quais estratégias de controle estão sendo mais exploradas neste tema. Os artigos
(Luepschen; Zhu; Leonhardt, 2007), (Mešić et al., 2003), (Tehrani et al., 2004), (Sayin, 2018),
(Radzi, 2021) e (Rogers et al., 2003) utilizam controladores PID com diferentes níveis de
complexidade, sendo (Luepschen; Zhu; Leonhardt, 2007) o único a usar um controlador
PID-Smith. Métodos mais simples também foram utilizados, como o controlador de atraso
de fase simples em (Robert et al., 2010), o controlador proporcional de feedback de (Beaulieu
et al., 2012) e o controle mecânico simples utilizado em (Id et al., 2020). Uma observação
interessante é que apenas o artigo (Tehrani et al., 2004) utilizou uma versão mais moderna
do simples controle PID. O respirador mecânico proposto neste projeto, por exemplo, utiliza
uma arquitetura Professional-PID, explicada em detalhes na Seção 2.10.

3.3 Considerações finais do capítulo

A pesquisa bibliográfica apresentada neste capítulo indica uma alta relevância no
tópico de monitoramento de materiais por meio de ondas ultrassônicas, estratégia de sen-
soriamento utilizado no primeiro e no segundo estudo de caso. Contudo, poucos trabalhos
exploraram otimizações nos algoritmos utilizados. Buscando preencher essa lacuna, nas
Seções 4.1 e 4.2 é apresentada uma solução embarcável para os métodos de estimação por
monitoramento de ondas ultrassônicas, com foco na aceleração da etapa de inferência do al-
goritmo de redução de dimensionalidade PCA, explicado em detalhes na Seção 2.3.2. Trata-se
de uma solução concreta, mas ainda pouco explorada de forma evidente na literatura.

No estudo bibliográfico apresentado sobre o terceiro estudo de caso, apenas (Tehrani
et al., 2004) empregou uma versão moderna do controle PID tradicional, porém, sem utilizar
estratégias de detecção e falhas. Em geral, existem diversos trabalhos na área de respiração
mecânica, apesar disso, poucos desses estudos exploram estratégias de controle modernas ou
inéditas. Neste trabalho, é apresentado uma proposta de monitoramento de falhas que pode
ser acoplada ao controlador do respirador mecânico, permitindo uma maior integridade dos
sensores utilizados na malha de controle.
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4 Metodologia

4.1 Arquitetura Desenvolvida para o Primeiro Estudo de Caso

O IP-Core HDL proposto implementa uma arquitetura parametrizada em árvore para
executar operações de multiplicação e soma capaz de calcular o produto escalar entre dois
vetores (vector multiplication module). Essa arquitetura utiliza um registrador sequencial
Serial-Input Parallel-Output (SIPO), que armazena os dados de entrada do algoritmo e os
componentes principais (PCs) descritos na Seção 2.3.2.

• No lado PL, a arquitetura se conecta com ummódulo Direct Memory Access (DMA)
utilizando uma interface AXI-Stream com entrada e saída e um bus de 32 bits. A
Figura 4.1 apresenta o esquema de interface de alto nível proposto.

• No lado PS, um processador Zynq interage com oDMA através de portas AXI4-Full de
alto desempenho para transferência de memória e utiliza de uma interface AXI-Lite
simples para o controle de fluxo. Em resumo, a conexão AXI-DMA oferece uma
conexão direta entre o registrador SIPO no HDL-IP Core e um banco de memória
endereçável no PS (ARM).

Figura 4.1 – Esquema de interface do IP-Core HDL proposto. Apresentado em (Mendes et al., 2023a)

Quanto ao fluxo de dados dentro do IP-Core, o registrador SIPO carrega as entradas
de dados enquanto a multiplicação vetorial é realizada, permitindo o carregamento de novos
dados de entrada no registrador SIPO em modo pipeline. Uma máquina de estados finitos
controla as diversas etapas do cálculo:

1. Carregamento de dados;
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2. Multiplicação de dados;

3. Soma das saídas dos multiplicadores;

4. Envio do resultado.

A Figura 4.2 detalha o módulo implementado no PL. O uso de um registrador de entrada
SIPO e um registrador de saída FIFO facilita o desenvolvimento da lógica adicional necessária
para o protocolo de handshake do AXI-stream.

Figura 4.2 – O Vector Multiplication Module (representado no bloco AXI StreamWrapper na Fig. 4.1).
Apresentado em (Mendes et al., 2023a)

Os operadores de ponto flutuante utilizados nos multiplicadores e somadores são
baseados nos IP-Cores pré-caracterizados FPLib, desenvolvidos por (Muñoz et al., 2010a;
Muñoz et al., 2010b). O FPLib suporta representações paramétricas de largura de bits cus-
tomizada em ponto flutuante, facilitando análises de consumo de hardware, desempenho
computacional e precisão numérica (Muñoz et al., 2010b).

É possível configurar a quantidade de operadores paralelos de multiplicação/soma
na arquitetura em árvore, conforme as necessidades da aplicação. Neste trabalho, foram
consideradas duas variações principais: uma com 5 cores e outra com 100 cores, estruturadas
com 6 e 7 níveis de profundidade, respectivamente.

O parâmetro de 5 cores foi selecionado por conta de sua latência corresponder ao
tempo necessário para preencher o buffer de entrada e processar a multiplicação vetorial. Ou
seja, o tempo de preenchimento da SIPO é o mesmo do tempo de execução do resto da lógica.
Já o valor de 100 cores foi escolhido como o limite máximo viável para implementação no
FPGA utilizando operadores de ponto flutuante de precisão simples. Cada estágio de soma é
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conectado ao estágio anterior de multiplicação através de uma sincronização feita por portas
AND, ligando o sinal de ready dos multiplicadores com o sinal start do somador.

A divisão de tarefas entre PS e PL foi realizada da seguinte forma: O componente
PL é responsável por multiplicar uma seção da multiplicação matricial, enquanto o PS é
responsável por fazer o streaming de dados para o PL, gerenciar interrupções criadas pela
arquitetura, acumular resultados parciais no resultado final e alinhar as seções de memória
para transmissão à ponte AXI-DMA. Essa distribuição de tarefas é mostrada na Eq. 4.1.

𝐶𝑖𝑗 =

𝑀∑︁
1︸︷︷︸
PS

𝑐𝑜𝑟𝑒𝑠+𝑘∑︁
𝑘

𝐴𝑖𝑘 · 𝐵𝑘𝑗 ,︸               ︷︷               ︸
PL

(4.1)

em que𝑀 é a quantidade necessária de chamadas à arquitetura implementada, calculada
como𝑀 = ⌈8192/𝑐𝑜𝑟𝑒𝑠⌉. Isso implica que, para a implementação com 100 cores, são necessá-
rias 82 chamadas para obter um único resultado, enquanto para 5 cores são necessárias 1640
chamadas. Além disso, o conjunto de dados e os componentes principais necessários foram
armazenados em um cartão SD externo, sendo carregados de acordo com a necessidade.

Toda a arquitetura apresentada é executada em clock de 100 Mhz para o PL e 666Mhz
para o PS. Os valores de clock escolhidos foram os valores máximos comportáveis pelo
design. Valores de clock acima de 100Mhz não conseguiram atender os limites de timing da
implementação real em FPGA.

4.2 Melhorias da Arquitetura Para Sua Utilização no Segundo
Estudo de Caso

Para o estudo de caso de monitoramento de dutos, algumas melhorias na arquitetura
foram implementadas visando maximizar a eficiência computacional se comparado com o
estudo de caso da Seção 5.1.1. As principais melhorias foram:

• Eliminação da máquina de estados do módulo de multiplicação vetorial apresentado
na Figura 4.2. Ao remover a máquina de estados, um pipeline completo foi possível
de ser implementado, com cada estado sendo executado em 2 ciclos de clock, como
mostrado na Figura 4.3.
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Figura 4.3 – Bloco de multiplicação vetorial com pipeline completo.

• Realocação da acumulação das multiplicações vetoriais do ARM para FPGA: Relocar
a acumulação dos resultados de multiplicação vetorial do código em ARM para a
FPGA diminuiu significativamente a necessidade de transferência de dados entre
sistemas. A saída do IP na FPGA só é transmitida quando a multiplicação de todos os
vetores necessários para compor um dado da matriz resultado é finalizada.

• Mudança na comunicação entre AXI DMA e o wrapper Axi4-Stream: A remoção da
máquina de estados do sistema permitiu que o envio de dados de maneira contínua
e ininterrupta. Através do protocolo AXI-Stream DMA é possível enviar um dado a
cada ciclo de clock (vide Figura 4.4).
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Figura 4.4 – Diagrama de alto nível para a arquitetura proposta para monitoramento de dutos.

• A lógica foi modificada no código em PS para permitir o envio de dados entre ARM
e DMA de maneira mais eficiente: Para todos os dados transmitidos via DMA, a
confirmação de que a transmissão foi completada não é aguardada desde o início da
transmissão, isto é, o sinal TxDone não bloqueia o envio contínuo de dados, sendo
necessário aguardar tal confirmação apenas quando o último dado da matriz de
entrada é enviado (vide Código 4.1).

Código 4.1 – Mudança implementada na comunicação Tx-Rx entre ARM e DMA

1 if (groups == groups_max_low){ //se for o ultimo dado

2 SendAndWait(TxBufferPtr ,RxBufferPtr); // aguarda fim da

transferencia

3 }else{

4 SendAndForget(TxBufferPtr ,RxBufferPtr); //envia dados de

maneira sequencial

5 }

4.2.1 Implementação puramente em SW (ARM) e code-profiling

Para fins de comparação de performance, também foi desenvolvida uma aplicação
em C para execução do algoritmo puramente em software, aproveitando uma arquitetura
dual-core de um processador ARM.

O modelo LGR e o PCA foram implementados em C no processador ARM Cortex-A9
integrado à placa Zybo Z7-20, sendo testados em configurações de um núcleo e dois núcleos.
Para fins de comparação, a mesma implementação foi executada em um processador Intel i5
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(1035G7). É importante destacar que todos os algoritmos implementados foram aplicados
somente após os coeficientes do LGR terem sido calculados.

Para identificar as tarefas de maior custo computacional do algoritmo, foi realizado
um perfilamento do PCA-LGR utilizando a IDE DevCpp. Os resultados mostraram que 98,5%
do tempo total de processamento foi gasto na etapa de multiplicação de matrizes do PCA,
enquanto o carregamento de dados representou 0,7%, e a inferência do modelo consumiu
apenas 0,8%. Dado que a multiplicação de matrizes foi a etapa mais demorada, essa operação
foi paralelizada entre os núcleos do ARM. Uma estratégia simples de paralelismo dividiu a
computação igualmente entre os dois núcleos: o primeiro processoumetade damultiplicação
de matrizes, enquanto o segundo foi responsável por processar a outra metade.

As etapas implementadas no processador ARM foram:

1. Carregar a imagem de teste do cartão SD para a RAM (matriz 𝑋);

2. Calcular a média de cada coluna do conjunto de dados 𝑋;

3. Subtrair as médias da matriz 𝑋;

4. Realizar a multiplicação de matrizes com os componentes principais (calculados
durante o treinamento) para metade dos dados em cada núcleo;

5. Executar a inferência do modelo (produto escalar).

O núcleo 1 processa metade da quarta etapa, enquanto o núcleo 2 processa a outra
metade. Foram criadas duas aplicações separadas para cada núcleo com dados e códigos
independentes. Como não era possível compartilhar variáveis entre as aplicações, foi definida
uma região dememória compartilhada nos scripts do linker do processador ARM, permitindo
que ambos os núcleos utilizassem a mesma área de memória heap, embora mantivessem
stacks separadas. Assim, o cartão SD precisa carregar os dados apenas uma vez na área de
heap compartilhada.

Nessa abordagem baseada em software, as imagens B-scan foram armazenadas no
cartão SD utilizando o sistema de arquivos FAT32, implementado através da biblioteca FAT32
da Xilinx. Para interfacear a arquitetura com um computador, foi utilizada a comunicação
UART-USB.

4.2.2 Plataformas Computacionais usadas para Avaliação de Desempenho

Para avaliar o desempenho computacional do algoritmo em plataformas off-the-shelf,
os códigos foram executandos em um computador comercial Intel, em um processador ARM
e na arquitetura proposta em SoC FPGA:

• Intel i5 (1035G7): Executado através de um código compilado em C, rodando em um
sistema operacional Windows.
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• ARM Cortex-A9 : Executado através de um código compilado em C, rodando em um
sistema bare-metal. Para a ARM, o código foi testado em dual-core (permitindo um
nível paralelização de tasks) e em single-core (sem paralelização de tasks).

• SoC FPGA Zybo Z-20: para a implementação da arquitetura de hardware proposta na
Seção 4.2 foi usado um SoC FPGA da AMD-Xilinx, especificamente a placa ZYBO
Z-20 (vide Figura 4.5), que comporta um chip XC7Z020-1CLG400C. Os recursos
disponíveis da placa podem ser observadas na Tabela 4.1. Para as etapas do algoritmo
executado em ARM, novamente foi utilizado um sistema bare-metal.

Figura 4.5 – Placa SoC utilizada para implementação da arquitetura (Digilent, 2017).

Tabela 4.1 – Tabela de recursos da placa ZYBO Z-20.

Chip-FPGA XC7Z020-1CLG400C
Look-up Tables (LUTs) 53,200
Flip-flops 106,400
Block RAM 630 KB
I/O Disponíveis 40
HDMI CEC Support TX and RX ports

4.3 Terceiro Estudo de Caso - Respirador TICÊ

Neste estudo de caso, o objetivo é apresentar uma solução efetiva para o monitora-
mento do sistema de pressão do respirador. Ou seja, a variável de interesse de ser estimada é
a pressão da linha inspiratória do paciente (PT2), variável fundamental para o controle do
respirador (vide Seção 2.10).
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4.3.1 Supervisório de Alto Nível para Estímulo e Monitoramento do Respi-
rador –SANER

Para o controle e teste do respirador, foram inicialmente desenvolvidos (pela equipe
de pesquisa do respirador TICÊ) dois sistemas de interface humana:

• Tela touch: Tela para uso do profissional de saúde, que permite variar o modo de ope-
ração do respirador (PCV ou VCV) e permite selecionar os setpoints dos conroladores
de maneira a determinar a pressão/fluxo, concentração de oxigêneo e PEEP. Também
é possível escolher as frequências respiratórias do paciente.

• Supervisório de interface gráfica Phyton: Possui todas as funcionalidades da tela touch
em uma interface gráfica organizada, além de permitir a seleção dos parâmetros dos
controladores PID 0, 1 e 2 e o armazenamento de dados. O supervisório implementado
em Phyton também permite a calibração do sensor de O2 e o desligamento de dos
controladores para uma operação manual do sistema.

Constatou-se, entretanto, a necessidade de desenvolver um programa ainda mais
avançado de interface, pois, o supervisório em Phyton não permite a utilização de estímulos
coordenados por scripts. Ou seja, a execução de ensaios com entradas senoidais ou com
intervalos precisos de execução seria impossível. Além da manipulação livre das entradas do
sistema, o sistema SANER também facilitou o processamento e a análise dos dados de saída.
É importante ressaltar também que o sistema SANER (Desenvolvido em MATLAB) possui
todas as funcionalidades apresentadas no supervisório Phyton.
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Figura 4.6 – Respirador mecânico TICE e interface de comunicação com computador.

4.3.2 Hiper-parâmetros NARX do modelo de pressão sintética

Para solucionar o problema de seleção dos hiper-parâmetros do modelo NARX, um
código emMATLAB foi desenvolvido capaz de iterar sobre todas as combinações de 𝑛𝑎 , 𝑛𝑏 e
𝑀 dentro de umdomínio pré-selecionado pelo usuário (Figura 4.2). Através do uso damétrica
de correlação R2, a melhor combinação de hiper-parâmetros é automaticamente escolhida.
Essa validação de dados é feita por método One step ahead e por Free-run, descritos na Seção
2.8. Para a execução desse código, também é necessária a seleção de alguns parâmetros
manuais quem devem ser escolhidos pelo usuário (seja por experiência, por referência, ou
por tentativa e erro). Esses parâmetros são os seguintes:

• 𝑛𝑎_𝑚𝑖𝑛=1: Limite inferior do número de atrasos da saída;

• 𝑛𝑏_𝑚𝑖𝑛=1: Limite inferior do número de atrasos da entrada;

• 𝑛𝑎_𝑚𝑎𝑥=30: Limite superior do número de atrasos da saída;

• 𝑛𝑏_𝑚𝑎𝑥=30: Limite superior do número de atrasos da entrada;

• 𝑀=20: Limite máximo do número de neurônios utilizados pela rede RBF.

Código 4.2 – Loop de iteração de hiper-parâmetros RBF

1 for i=1:M

2 for na=na_min:na_max

3 for nb=nb_min:nb_max

4 [R2_T]= RBF_funct(ue, ye, uv, yv, na,nb,M)
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5 RBF_iter_results(i,1)=MAX_TERMOS;

6 RBF_iter_results(i,2)=na;

7 RBF_iter_results(i,3)=nb;

8 RBF_iter_results(i,4)=l;

9 RBF_iter_results(i,5)=norm_factor;

10 RBF_iter_results(i,6)=R2_T;

11
12 save('RBF_iter_results_l_4 ')

13 end

Uma vez selecionados os hiper-parâmetros manuais, é necessária a preparação dos
dados de treinamento e validação, através de ensaios feitos em laboratório (Seção seguinte).

4.3.3 Ensaio para identificação do sistema de pressão sintética

Através do uso de diversos ensaios com estímulos multi-seno nas válvulas de entrada,
foi possível levantar um dataset de entradas e saídas para uma identificação de sistema
caixa-preta. Os ensaios foram executados da seguinte maneira:

1. Selecionar valores fixos de inspiração e expiração: 1s e 2s respectivamente.

2. Desligar todos os controladores do sistema.

3. Gerar ondas multiseno aletórias com variabilidade de amplitude e frequência respei-
tando os limites das válvulas FV2, FV3 e FV4.

4. Iniciar o monitoramento contínuo de saídas.

Para cada ensaio laboratorial foi obtido um conjunto de dados com 8000 variáveis de
entrada, utilizando um tempo de amostragem de 0.02s.

No total, trinta (30) ensaios diferentes foram realizados, com condições externas e
pulmões artificiais de complacência marginalmente diferentes. Desses 30 ensaios, apenas
um foi escolhido dando preferência ao ensaio com maior variabilidade de entradas e menor
perda de dados na interface USB respirador-computador.

4.4 Considerações finais do capítulo

Neste capítulo, foram apresentadas as arquiteturas de hardware desenvolvidas para
os dois primeiros estudos de caso escolhidos: estimação de estresse em materiais e detecção
de falhas de solda em tubulações. Também foram detalhados os algoritmos embarcados esco-
lhidos para aceleração em hardware, assim como os dados utilizados para a execução desses
algoritmos. Além disso, o capítulo descreveu as melhorias desenvolvidas para otimização da
arquitetura, através de uma análise crítica dos resultados do primeiro estudo de caso.

Ainda neste capítulo, foi descrito o processo de coleta de dados do terceiro estudo
de caso, através da bancada real do respirador mecânico, utilizado para a identificação dos
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valores de pressão sintética. Também foi apresentado o método desenvolvido para estimação
dos hiperparâmetros e parâmetros NARX e RBF do modelo do respirador.
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5 Resultados

5.1 Primeiro e Segundo Estudo de Caso - Arquitetura HW/SW
Co-design

5.1.1 Desempenho da Arquitetura Proposta para o Primeiro Estudo de Caso

5.1.1.1 Consumo de recursos

Inicialmente, a arquitetura com 100 cores foi projetada para tentar maximizar o
paralelismo e a taxa de transferência, apresentando um compromisso entre desempenho e
área ocupada no chip na implementação de hardware.

A Figura 5.1 apresenta a implementação do dispositivo, permitindo uma observação
mais visual da quantidade de recursos utilizados, com destaque para as células dos compo-
nentes RTL propostos. A solução baseada em HDL com 100 cores utiliza quase toda a lógica
disponível no dispositivo, como confirmado pelos dados da Tabela 5.1. Além da ocupação de
recursos da arquitetura geral, a tabela discrimina o consumo de recursos dos módulos RTL
desenvolvidos.

Figura 5.1 – Visão de implementação do dispositivo. Esquerda: HDL com 5 cores; Direita: HDL com
100 cores.

Tabela 5.1 – Utilização de hardware da arquitetura geral e dos módulos RTL implementados no chip
xc7z020clg400-1.

Informações do Design LUT
(53200)

FF
(106400)

BRAM
(140)

DSP
(220)

HDL com 5 núcleos 4794 (9,01%) 4817 (4,53%) 3,5 (2,5%) 10 (4,55%)
•Módulos RTL 1789 (3,36%) 1291 (1,21%) 0 (0%) 10 (4,55%)
HDL com 100 núcleos 44935 (84,46%) 26140 (24,57%) 3,5 (2,5%) 200 (90,91%)
•Módulos RTL 41930 (78,81%) 22615 (21,26%) 0 (0%) 200 (90,91%)
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5.1.1.2 Velocidade de execução

A latência computacional, apresentada na Tabela 5.2, foi registrada utilizando um
AXI-Timer durante a verificação em circuito implementado na placa FPGA. Observando a
tabela, pode-se notar que a arquitetura ARM teve a maior latência (19,79 ms), sendo cerca de
11,7 vezes mais lenta do que a implementação HDL com 5 núcleos e 14 vezes mais lenta do
que a com 100 núcleos. Outro ponto a ser considerado para essa arquitetura é que o aumento
no número de núcleos da arquitetura HDL diminui a latência computacional, porém, o
ganho entre 5 e 100 núcleos é pequeno (16,2% de melhoria). A Tabela 5.2 apresenta também
a latência computacional para o conjunto completo de teste, consistindo de 250 execuções.

Tabela 5.2 – Latência computacional medida

Latência computacional
Arquitetura

HDL
(5 núcleos)

Arquitetura
HDL

(100 núcleos)
ARM

Execução única [ms] 1.688 1.414 19.792
Conjunto de testes completo [ms] 422.0 353.5 4948.0

Para avaliar a eficiência computacional, a Tabela 5.3 exibe o relatório de consumo de
energia considerando o consumo dinâmico e estático de energia das partes PS (Processador
de Sistema) e PL (Lógica Programável) das arquiteturas analisadas. A partir dos dados,
observa-se que a arquitetura HDL com 100 cores consome quase 33.39% mais energia do que
a arquitetura com 5 cores,

Para contextualizar os dados, a eficiência de cada arquitetura proposta foi avaliada
em termos de frequência de inferência (𝑓𝐿) por watt. A arquitetura HDL com 100 cores atinge
cerca de 336,6 𝑓𝐿/W, enquanto a arquitetura HDL com 5 cores alcança aproximadamente
376,1 𝑓𝐿/W, sendo, portanto, 12% mais eficiente.

Tabela 5.3 – Resumo do relatório de potência.

Implementação on-chip HDL
5 núcleos

HDL
100 núcleos

Dinâmico (W) 1.436 1.948
• PS Dinâmico (W) 1.404 1.404
• PL Dinâmico (W) 0.032 0.544

◦ Projeto Proposto (W) 0.006 0.521
Estático do Dispositivo (W) 0.138 0.153
Potência Total no Chip (W) 1.575 2.101
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5.1.2 Desempenho da Arquitetura Proposta para o Segundo Estudo de Caso

5.1.2.1 Consumo de recursos

Para a arquitetura de co-design HW/SW, apenas o cálculo da matriz reduzida (através
do PCA) foi acelerado pelo PL, conforme indicado na Seção 4.2.1. O restante do algoritmo é
executado em software (ARM), ou seja, em PS. A implementação da arquitetura de HW/SW
co-design foi aplicada de acordo com a Seção 4.2.

A Tabela 5.3 apresenta o gasto de energia do PS e do PL na arquitetura geral HDL,
embora a arquitetura RTL tenha sido responsável por 98.5% do processamento necessário
(como discutido na Seção 4.2.1), ela utilizou apenas 9.25% do consumo total de energia do
dispositivo.

Tabela 5.4 – Resumo do relatório de consumo de energia

Componente HDL
5 núcleos

Dinâmico (W) 1.438
• Dinâmico do PS (W) 1.404
• Dinâmico do PL (W) 0.034

◦ Design Proposto (W) 0.007
Estático do Dispositivo (W) 0.139
Potência Total no Chip (W) 1.577

O relatório de utilização de recursos apresentado na Tabela 5.5 confirma o baixo uso
dos recursos disponíveis na placa ZYBO-Z20. Também é possível de se observar que apenas
uma pequena parcela do gasto de energia dinâmico PL é feita pelo design proposto HDL, o
restante do consumo de energia PL é feito pelos módulos de interconexão AXI e pelo módulo
AXI-DMA.

Tabela 5.5 – Utilização de hardware do design implementado

Informações do Design LUT
(53200)

FF
(106400)

BRAM
(140)

DSP
(220)

HDL com cinco núcleos 5158 (9.7%) 4598 (4.32%) 3.5 (2.5%) 10 (4.54%)
•Módulos RTL 2136 (4.01%) 1007 (0.94%) 0 (0%) 10 (4.54%)

5.1.2.2 Velocidade de execução

A Tabela 5.6 apresenta os tempos de execução do algoritmo implementado em 4
plataformas diferentes. A tabela foi dividida em 3 colunas, representando as diferentes
etapas de execução do algoritmo: A primeira coluna apresenta os tempos de carregamento
de todas as imagens na memória RAM dos respectivos dispositivos. A segunda coluna
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apresenta o tempo de execução para o processamento de todas as imagens. Já a terceira
coluna, apresenta o tempo de execução para processar uma imagem do conjunto de validação.
Para essa análise de performance, o tempo de carregamento das imagens não foi analisado
para a arquitetura HDL proposta (N/A), pois a análise foi feita a partir do momento em que
os dados necessários já estavam alocados demaneira ideal namemória DDR3 do processador
ARM.

Vale ressaltar que os dispositivos ARM e HDL foram analisados em bare-metal,
executando o algoritmo proposto de maneira exclusiva. Já o processador Intel i5, executou o
algoritmo através de um sistema operacional Windows 10 de 64 bits.

Tabela 5.6 – Resultados experimentais da implementação de hardware.

Tempo de
carregamento (s)

Tempo para
processar todas as imagens (s)

Tempo para
processar uma imagem (s)

Intel i5 (1035G7)
com SSD 45.475 110.74 0.0184

ARM
1 núcleo 418.69 2277.09 0.3793

ARM
2 núcleos 418.69 1225.25 0.2041

Arquitetura
HDL proposta N/A 1.9679 0.00033

Vale ressaltar que os resultados numéricos foram iguais independente da plataforma
utilizada. Ou seja, as imagens que foram classificadas como ’tubo danificado’ foram as
mesmas, não apresentando resultados diferentes para o algoritmo executado puramente
em SW e para o algoritmo executado na arquitetura proposta. Esse é o resultado esperado,
visto que todas as etapas da arquitetura proposta e do código em C utilizaram a mesma
representação numérica de ponto flutuante de 32 bits.

5.2 Terceiro Estudo de Caso - Respirador Mecânico

5.2.1 Dados disponíveis do sistema respirador mecânico

O respirador mecânico TICE possui uma interface de comunicação USB serial com
Baud Rate de 256000 bits/s, que permite ao usuário controlar as válvulas do sistema pneumá-
tico, modificar o comportamento dos controladores/preditores e coletar dados de diversos
sensores (Figura 4.6). Algumas das variáveis disponíveis para leitura via USB são:

• 𝐹𝑣1: % de abertura da válvula de entrada de AR do paciente

• 𝐹𝑣2: % de abertura da válvula de ar comprimido

• 𝐹𝑣3: % de abertura da válvula de O2 concentrado
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• 𝐹𝑣4: % de abertura da válvula de sáida de AR do paciente

• 𝐹𝑡4: Fluxo na saída de ar do paciente

• 𝐴𝑡3: Concentração de O2 em % na linha de entrada de AR do paciente (não compen-
sado)

• 𝑃𝑇 2: Pressão na linha de entrada de AR do paciente

A Figura 5.2 apresenta os valores coletados das variáveis de interesse.

5.2.2 Identificação do sistema de pressão sintética

Através da execução do ensaio de identificação proposto na Subseção 4.3.3, foram
montadas as matrizes necessárias para o algoritmo de identificação RBF:

1. 𝑢𝑒 = 7000 primeiras amostras das variáveis de entrada (treinamento)

2. 𝑦𝑒 = 7000 primeiras amostras da variável de saída 𝑃𝑇 2 (treinamento)

3. 𝑢𝑣 = 1000 ultimas amostras das variáveis de entrada (validação)

4. 𝑦𝑣 = 1000 últimas amostras da variável de saída 𝑃𝑇 2 (validação)

Após a execução do algoritmo descrito na Seção 4.2, foi encontrada a melhor combi-
nação dos hiper-parâmetros 𝑛𝑎 , 𝑛𝑏,𝑀 e parâmetros 𝑐 e𝑊 (centroides e peso da rede RBF,
respectivamente).

Os melhores valores de coeficiente R2 foram 0.817 para validação em OSA e 0.6659
para validação em FR utilizando os hiper-parâmetros 𝑛𝑎 = 2, 𝑛𝑏 = 3, e𝑀 = 13. Os valores
de estimação da pressão PT2 e valores dos coeficientes de correlação ao longo das amostras
para estimações OSA e FR podem ser observados nas Figuras 5.3, 5.4, 5.5, e 5.6.
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Figura 5.2 – Entradas utilizadas para validação (FR e OSA).
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Figura 5.3 – Estimação da pressão PT2 OSA.

Figura 5.4 – Correlação móvel OSA (janela de 200 dados).
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Figura 5.5 – Estimação da pressão PT2 FR.

Figura 5.6 – Correlação móvel FR (janela de 200 dados).

Omodelo, apesar de compacto (somente 3 delays de saída e 2 delays de entrada, vide
Figura 5.7), apresentou boa capacidade de estimação de saída em free-run (𝑅2 = 0.66).
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Figura 5.7 – Modelo no simulink com hiper-parâmetros NARX definidos (na=3, nb=2).

5.2.3 Proposta de Implementação Embarcada do Terceiro Estudo de Caso

Como opção de aceleração de processamento do modelo apresentado no terceiro
estudo de caso, pode-se utilizar uma implementação em hardware da rede neural RBF
utilizada (Figura 5.8). Para isso, existem soluções consolidadas na literatura que apresentam
ganhos significativos de tempo de processamento (Tonussi; Quintero, 2020; Sampaio et al.,
2016).

Figura 5.8 – Esquemático do design da rede neural RBF elaborada por (Sampaio et al., 2016).

Por exemplo, no trabalho (Tonussi; Quintero, 2020), é apresentada uma redução do
tempo de processamento de cerca de 228% em relação a implementação do mesmo algoritmo
em código C em ARM. Apesar dessas soluções apresentarem ganhos significativos, por conta
do respirador mecânico não possuir um módulo FPGA integrado ao hardware, a solução de
aceleração em hardware da rede neural RBF é incompatível com o projeto atual do respirador
mecânico TICÊ apresentado na Seção 2.9.
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5.3 Discussões sobre os Resultados

5.3.1 Resultados do Primeiro Estudo de Caso

Observando os resultados apresentados pela arquitetura desenvolvida para o primeiro
estudo de caso, pode-se observar pela Figura 5.1 e pela Tabela 5.1, que o consumo de recursos
na placa foi consideravelmente baixo, para implementação com 5 cores, utilizando cerca
de 5% do total de recursos disponíveis. Já para implementação com 100 cores, o consumo
de recursos foi quase completo, utilizando cerca de 90% dos DSPs e LUTs. Além do alto
consumo de recursos, a implementação em 100 cores também apresentou consumo de
energia consideravelmente maior (33%). Apesar do consumo de recursos ter sido muito
diferente entre a arquitetura de 5 e 100 cores, a redução do tempo de processamento entre as
implementações não apresentou um ganho linear (apenas 16,2% mais rápido).

Projetando uma possível implementação da arquitetura emumdispositivo embarcado
comercial, estima-se que a arquitetura de 5 cores apresentou uma relação mais vantajosa
entre custo computacional e velocidade de execução.

Dito isso, apesar do tempo de processamento entre as arquiteturas de 5 cores e 100
cores ter sido similar, o tempo de processamento do mesmo algoritmo em ARM foi cerca de
12 vezes mais lento quando utilizada para execução da etapa de inferência do algoritmo de
monitoramento de estresse em estruturas.

Finalizada a execução do algoritmo de identificação de falhas, a precisão apresentada
foi de 100% de acerto da classificação binária de falhas de um conjunto de 6003 leituras
diferentes, que compõem os dados de validação. O mesmo resultado também foi alcançado
no trabalho original de (Holguin; Ayala; Kubrusly, 2022).

5.3.2 Resultados do Segundo Estudo de Caso

Uma vez analisados os resultados, uma análise crítica foi feita sobre possíveis melho-
rias na arquitetura apresentada no estudo de caso anterior. Através do estudo de métodos
de aceleração de arquiteturas em FPGA, a arquitetura foi melhorada e aplicada para um
estudo de caso diferente (detecção de falhas em soldas). Para esse segundo estudo de caso,
além da arquitetura implementada e do processador ARM, também foi feito um estudo de
performance comparativo com um processador comercial Intel, e com um processador ARM
dual-core.

Ao inspecionar a Tabela 5.6, pode-se observar o quão mais rápida foi a arquitetura
HDL proposta em comparação com a implementação baseada em ARM. Apesar da FPGA
operar a apenas 15% do clock do ARM, ele alcançou o resultado 625 vezes mais rápido. O
ganho da arquitetura foi evidente, mesmo quando comparado com dispositivos capazes
de paralelização de tarefas em software através de processadores multi-core. O tempo de
execução da etapa de inferência do algoritmo de detecção de falhas em soldas foi executado
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em apenas 2 segundos na arquitetura proposta, viabilizando um possível monitoramento
online da tubulação.

Como limitação da arquitetura proposta, é importante informar que o desempenho
no design HDL somente foi possível de ser atingido quando todos os dados necessários
para a execução do PCA estavam devidamente alocados e sequenciados na memória do
sistema (PS), permitindo o tempo ideal de transferência de um ciclo de clock pela interface
AXI-Stream.

Assim, como no primeiro estudo de caso, os resultados de identificação de quais
imagens apresentaram falhas em soldas foramosmesmos, independentemente da plataforma
utilizada, que classificou as imagens com 100% de precisão. Resultado similar ao trabalho
apresentado em (Virkkunen et al., 2021), porém, executado em uma fração do tempo de um
processador convencional.

5.3.3 Resultados do Terceiro Estudo de Caso

Através da execução do código descrito na Subseção 4.3.2, foram obtidos os melhores
hiper-parâmetros do modelo NARX e RBF utilizados na identificação do respirador. Para
avaliar a qualidade dos hiper-parâmetros de cada iteração, um conjunto de entradas de
validação foi utilizado (Figura 5.2), em conjunto com o critério estatístico R2, aplicado sobre
a fidelidade da saída estimada de pressão na linha inspiratória. Para o melhor conjunto de
hiper-parâmetros, o valor de R2 encontrado foi de 0,82 em validação por OSA e 0,66 para
validação em free-run. Este é um resultado satisfatório, pois o modelo a ser identificado
possui diversas não linearidades que não foram devidamente modeladas. Algumas dessas
não linearidades são: Complacência do pulmão do paciente, resistências na linha pneumática
e imprecisões dos sensores.

Uma das limitações importantes sobre a estimação de pressão sintética, foi que o uso
domodelo identificado ainda é inviável em um sistema embarcado, visto que é necessário um
alto custo computacional para estimações de pressão em tempo real. Neste trabalho, todas as
estimações do modelo do respirador foram feitas em SIMULINK, de maneira offline. Concluí-
se, portanto, que através da utilização do modelo identificado em uma estrutura similar à
apresentada na Figura 2.5, é possível de monitorar possíveis falhas de sensoriamento de
pressão inspiratória do paciente.
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6 Conclusões

6.1 Primeiro e Segundo Estudo de Caso

Neste trabalho, foram apresentadas soluções embarcáveis para identificação de falhas
em três estudos de caso diferentes. Na primeira etapa de desenvolvimento deste trabalho, foi
feita a implementação do algoritmo PCA puramente em C, utilizado para os dois primeiros
estudos de caso. Esse algoritmo foi embarcado de maneira stand-alone em um ARM no SoC
FPGA Zynq 7020 da placa ZYBO-Z20, operando em modo single-core e dual-core, apresen-
tando um ganho de performance de quase 100% entre os modos de operação do ARM. Essa
implementação puramente em software, também permitiu um profiling do algoritmo, de
maneira que as seções de maior custo computacional foram possíveis de serem selecionadas
para implementação em hardware. Após a constatação de que o maior custo computaci-
onal do algoritmo PCA era um procedimento de multiplicação de matrizes, a primeira
hipótese pode ser confirmada, visto que multiplicação matricial é uma tarefa com grande
oportunidade de paralelização em hardware.

Uma vez determinado quais etapas do algoritmo devem ser implementadas em hard-
ware, uma arquitetura inédita foi desenvolvida, utilizando uma máquina de estados finitos
sequencial e estratégias de hardware/software co-design. Também foram avaliadas a perfor-
mance da arquitetura utilizando 5 e 100 multiplicadores paralelos, que apresentaram um
ganho de 1170% e 1400% respectivamente quando comparados com o tempo de execução da
arquitetura em ARM. Também foi avaliada a eficiência energética da arquitetura, apresen-
tando uma frequência de inferência por Watt de 376.1 e 336.6 𝑓𝐿/W para as arquiteturas com
5 e 100 multiplicadores paralelos, respectivamente. Esses valores foram significativamente
superiores à eficiência energética do ARM, que apresenta apenas 0.13 𝑓𝐿/W.

Para o segundo estudo de caso apresentado neste trabalho, foram implementadas
melhorias na arquitetura utilizada para a aceleração do processamento do PCA. Dentre
essas melhorias, a mais significativa foi a reestruturação da arquitetura para um modelo de
pipeline, aumentando o throughput de ~0.5 Milhões de estimações por segundo para ~50
milhões de estimações por segundo. Como resultado, a nova arquitetura apresentou um
ganho de desempenho de 625 vezes em relação a implementação puramente em software
(ARMembarcado). Apesar do ganho significativo de desempenho, a arquitetura desenvolvida
resultou emumaumento de apenas 3%no consumo total de energia, confirmando demaneira
objetiva a segunda hipótese do trabalho.

Visto que o período de inferência do algoritmo de detecção de falhas em soldas foi
reduzido de 2277 segundos (ARM single-core) para 2 segundos, é possível concluir que a ar-
quitetura proposta viabilizou a execução do algoritmo em tempo real de maneira embarcada,
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validando a terceira hipótese.

Apesar dos objetivos terem sido alcançados no estudo de caso de monitoramento de
dutos, a solução proposta é voltada exclusivamente para a detecção de danos, sem estimar sua
gravidade (profundidade da trinca). Isto é uma limitação deste trabalho, visto que fornecer
informações sobre a gravidade da trinca pode ser essencial para monitorar seu crescimento
e planejar a manutenção.

Sobre a qualidade dos resultados, o primeiro e o segundo estudo de caso apresentaram
resultados similares de identificação de falhas independente da plataforma utilizada (ARM,
Intel ou Arquitetura HW/SW), comprovando que a integridade dos dados foi mantida na
arquitetura desenvolvida.

6.2 Terceiro Estudo de Caso

No terceiro estudo de caso foi desenvolvido ummodelo para identificar falhas em um
sensor de pressão na linha inspiratória de um respirador mecânico. Para isso, foi utilizado
um método de identificação de falhas através da comparação entre o valor estimado do
sensor de pressão do ventilador e o valor real medido. O modelo do sensor foi desenvolvido
de maneira não determinística, utilizando de uma rede neural RBF alimentada com entradas
de parâmetros NARX. Através do uso de algoritmos que iteram entre os hiper-parâmetros de
uma rede neural RBF, ummodelo final foi proposto, o qual apresentou uma correlação de 0.7
com os valores reais medidos em validação Free-Run por critério estatístico R2. Dessa forma,
foi possível uma estimação útil dos valores de pressão sintética, validando a quarta hipótese.
Infelizmente, apesar domodelo ser suficientemente representativo para a finalidade proposta,
o custo computacional da estimação da pressão sintética em tempo real inviabilizou seu
uso em plataforma embarcada no produto respirador mecânico TICÊ. Apesar disso, uma
proposta de arquitetura embarcada baseada em co-projeto hardware/software é apresentada
como possível alternativa e trabalho futuro.

6.3 Trabalhos Futuros

A seguir se relacionam propostas de trabalhos futuros.

• Utilização da arquitetura HW/SW proposta em outros problemas de redução de di-
mensionalidade matricial. Isso se justifica pelo fato de que técnicas de processamento
de imagens por ultrassom são amplamente aplicáveis, indo além do monitoramento
de estruturas e materiais, como evidenciado no estudo bibliográfico apresentado no
capítulo 3.1.

• Desenvolvimento de uma plataforma completa para a implementação da arquitetura
proposta, incluindo funcionalidades de transferência de dados. Isso permitiria a
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realização de testes em monitoramento de dutos reais, utilizando a arquitetura de
maneira online.

• Uma área de aprimoramento do terceiro estudo de caso seria a aplicação de técnicas
de aceleração de processamento da rede neural RBF em hardware, assim como apre-
sentado na Seção 5.2.3 embarcando a arquitetura proposta no respirador mecânico,
permitindo a verificação em tempo real de integridade do sinal de pressão real.
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No entanto, as soluções propostas geralmente empregam modelos de aprendizado
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de trabalho eficiente de aprendizado de máquina para a construção de um sistema
de diagnóstico embarcado baseado em uma solução SoC para inspeção ultrassônica
de soldagem de tubulações na borda. Primeiramente, é realizada uma comparação
extensiva entre arquiteturas de aprendizado raso e profundo, abordando eficiência e
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embarcada para avaliar seu desempenho. Os resultados mostram que a solução pro-
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proposta também fornece um modelo econômico para implementações em sistemas
embarcados. Experimentos em uma plataforma embarcada SoC demonstraram que
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