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RESUMO EXPANDIDO

Título: Realimentação dinâmica de saída de sistemas fuzzy Takagi-Sugeno sujeitos à correspon-
dência inexata de variáveis premissas
Autor: Tássio Melo Linhares
Orientador: Prof. Dr. Eduardo Stockler Tognetti, ENE/UnB
Programa de Pós-Graduação em Engenharia de Sistemas Eletrônicos e de Automação

Este trabalho apresenta novas condições de projeto de controladores de realimentação dinâmica
de saída de ordem completa para sistemas fuzzy Takagi-Sugeno (T-S) contínuos e discretos no
tempo. O controlador de saída fuzzy pode ter uma quantidade de regras e um conjunto de funções
de pertinência diferente do modelo T-S da planta permitindo a seleção de variávies premissas
usadas pelo controlador. Essa caracaterística permite lidar com cenários importantes presentes
em muitas aplicações: variáveis premissas totalmente ou parcialmente não medidas ou medidas
com imprecisão. O principal aspecto da metodologia proposta é apresentar condições em que os
ganhos do controlador são independentes das variáveis premissas que não podem ser medidas,
permitindo maior flexibilidade para o projetista em cenários reais. As condições são expressas
como inequações matriciais lineares combinadas com parâmetros escalares que fornecem graus
de liberdade extra. A metodologia de controle proposta também lida com incertezas de modelo,
saturação da entrada e uso de funções de Lyapunov fuzzy para sistemas T-S discretos na busca
de condições de estabilidade locais e estimação do domínio de atração da origem do sistema.
A efetividade e aplicabilidade das metodologias propostas são verificadas através de exemplos
numéricos.

Palavras-chave: Fuzzy Takagi-Sugeno; Realimentação Dinâmica de Saída, Desigualdades matri-
ciais lineares, Correspondência imperfeita de variáveis premissas.



ABSTRACT

This work presents new design conditions of full-order dynamic output feedback controllers
for continuous and discrete-time Takagi-Sugeno (T-S) fuzzy systems. The fuzzy output controller
can have a different number of fuzzy rules and a different set of membership functions from the
T-S model allowing the selection of the premise variables used by the controller. This feature
handles important scenarios present in many practical applications: immeasurable or imprecise
measurement of premise variables. The central aspect of the proposed methodology is to present
conditions where the control gains are independent of the premise variables that cannot be mea-
sured, allowing flexibility for the designer in a realistic output feedback context. The design
conditions are expressed as linear matrix inequality (LMI) relaxations combined with scalar pa-
rameters that provide extra degrees of freedom. The proposed control methodology also deals
with model uncertainties, input saturation, and fuzzy Lyapunov functions for discrete-time T-S
systems in search of local stability conditions and estimation of the domain of attraction of the
origin. Finally, numerical examples show the methodology’s effectiveness and applicability.

Keywords: Fuzzy Takagi-Sugeno; Dynamic Output Feedback, LMIs, Imperfect premise match-
ing.



LIST OF CONTENT

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Takagi-Sugeno fuzzy systems..................................................... 1
1.2 Output feedback ..................................................................... 2
1.3 Premise variables availability ................................................... 3

2 Definitions and Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Takagi-Sugeno fuzzy models...................................................... 5
2.1.1 Nonlinear systems aproximated by T-S fuzzy systems ................... 8
2.1.2 Fuzzy Controllers .................................................................. 9
2.2 Auxiliary lemmas..................................................................... 9
2.2.1 Linear Matrix Inequalities ....................................................... 10
2.3 Stability and design conditions ................................................. 11
2.3.1 Continuous-time systems........................................................... 11
2.3.2 Discrete-time systems .............................................................. 12
2.4 Dynamic Output Feedback ........................................................ 14
2.4.1 Continuous-time Dynamic Output Feedback ................................ 14
2.4.2 Discrete-time Dynamic Output Feedback .................................... 16

3 Continuous-time DOF with imperfect premise matching . . . . . . . . . . . . . . . . . . . . . 17
3.1 Introduction .......................................................................... 17
3.2 Preliminaries .......................................................................... 18
3.2.1 Description of the system ........................................................ 18
3.2.2 Notation and definitions .......................................................... 19
3.2.3 Problem statement .................................................................. 21
3.3 Main Results .......................................................................... 22
3.3.1 System without uncertainties ................................................... 25
3.3.2 System with Uncertainties ........................................................ 27
3.4 Numerical Examples ................................................................ 30
3.5 Conclusion ............................................................................. 36

4 Discrete-time DOF with imperfect premise matching . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1 Introduction .......................................................................... 37
4.2 Preliminaries .......................................................................... 38
4.2.1 System description .................................................................. 38

iii



4.2.2 Problem statement .................................................................. 39
4.3 Main Results .......................................................................... 42
4.3.1 Stabilizability of the T-S system without saturation ................... 42
4.3.2 Saturation and Local stabilization ............................................ 45
4.4 Examples................................................................................ 52
4.5 Conclusion ............................................................................. 55

5 Inexact measurements of premise variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.1 Introduction .......................................................................... 57
5.2 Preliminaries and Problem definition ......................................... 58
5.3 Main results ........................................................................... 59
5.3.1 Uncertainty modeling .............................................................. 59
5.3.2 Controller design ................................................................... 60
5.4 Numerical Examples ................................................................ 65
5.5 Conclusion ............................................................................. 67

6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.1 Future works ......................................................................... 69

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71



LIST OF FIGURES

3.1 Trajectory of the states of the closed-loop system for the initial conditions x(0) =
[0 0.1π 0 0]′ and xc(0) = [0 0 0 0]′ using Corollary 3.1. ............................... 32

3.2 Trajectory of the states of the closed-loop system for the initial conditions x(0) =
[0 0.1π 0 0]′ and xc(0) = [0 0 0 0]′ using Corollary 3.1 with γ = 0.4 from
Remark 3.9. ............................................................................................. 32

3.3 Trajectory of the states of the closed-loop system using Theorem 3.1. ................... 34
3.4 Trajectory of the states of the closed-loop system using Theorem 3.2. ................... 35

4.1 Trajectories and control signal for initial condition x(0) = (0.37, 0.33) and xc(0) =
(0, 0)....................................................................................................... 54

4.2 Regions X0 (blue and yellow region/ external dashed black line), Π defined in (4.11)
(yellow region/ internal dashed black line), the estimation of the region of attrac-
tion Ω0 (red ellipsoid), and trajectories of the closed-loop system. The trajectory
illustrated in Figure 4.1 is the black dotted line. ............................................... 55

4.3 Lyapunov function V (xa) = x′
aW

−1
z xa (solid red line) and V (x, 0) = [x′ 0]W−1

z [x′ 0]′

(dashed blue line) associated to the trajectory illustrated in Figure 4.1 (initial con-
dition xa(0) = (0.37, 0.33, 0, 0))................................................................... 55

4.4 Trajectories and control signal for initial condition x(0) = (0.37, 0.33), xc(0) =
(0, 0) and γ = 0.85..................................................................................... 56

5.1 Time response of system states. .................................................................... 66
5.2 Trajectories of system and controller states of Example 5.2 . ............................... 67
5.3 Control signals of Example 5.2 . .................................................................... 68

v



LIST OF TABLES

3.1 System’s parameters. .................................................................................. 31
3.2 Maximum values of b in x1 ∈ [−b b] such that Theorem 3.1 is feasible and the lower
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1 Introduction

1.1 Takagi-Sugeno fuzzy systems

The study of nonlinear systems is important in many areas, including control theory. The main
reason is that most physical phenomena are nonlinear, and the numerical and analytical analysis
becomes complex. The most common methodology to study nonlinear systems is the Lyapunov
theory, which is based on an energy function associated with the nonlinear system. However,
obtaining the energy function is challenging because there is no general procedure. An alternative
methodology is to linearize the nonlinear system in specific operation points, then analyze these
linear systems. This technique is called Lyapunov indirect method (Khalil, 2002). The main
advantage is to use established techniques developed for linear systems. However, the analysis is
only valid around the point of linearization.

In the past few decades, Takagi-Sugeno (T-S) fuzzy systems (Takagi and Sugeno, 1985) have
attracted great interest due to their ability to describe nonlinear systems as a compact set of
linear time-invariant models (Tanaka and Wang, 2001). Hence, the motivation to study T-S fuzzy
systems is to adapt methodologies of analysis and robust control developed for linear time-varying
(LTV) systems to study nonlinear systems. In this way, there exist many methods to design
control laws based on the Lyapunov direct method and linear matrix inequalities (LMIs) (see
Feng (2006) and references therein).

The so-called sector nonlinearity approach can obtain exact representations of nonlinear sys-
tems (Tanaka and Wang, 2001). In this approach, the premise variables, which represent the
nonlinear terms of the dynamical system, are used to generate the membership functions as a
convex combination of the vertex models (Sala, 2009). However, in this case, if the the nonlinear
terms of the model are not precisely known, then the premise variables will be inexact. More-
over, approximate fuzzy models obtained from identification methods may also provide imprecise
representations for the membership functions (Babuška and Verbruggen, 2003).

In general, there are two kinds of T-S fuzzy control schemes: the parallel distribution com-
pensation (PDC) (Tanaka et al., 1998) and non-PDC control. The PDC is the most employed
controller structure in T-S systems, where the controller shares the same premise membership
functions and the same number of rules from the T-S fuzzy system. The PDC approach requires
the measurement of all premise variables and the perfect knowledge of the membership functions
(Tanaka and Wang, 2001). In practice, these assumptions are rarely met, and realistic implemen-
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tations should consider that the premise variables are usually immeasurable or measured with a
certain degree of uncertainty. For example, we can cite sensors with offsets, low resolutions, im-
precision due to calibration, weather changes, noise, and instrument quality, among other sources
of uncertainties (Lacerda et al., 2016).

Many works present sufficient LMI conditions for the analysis and synthesis of continuous and
discrete-time T-S fuzzy models. For example, in Tanaka and Wang (2001), the system stability
is given by a Lyapunov function common to all linear models. Less conservative results can be
obtained using fuzzy Lyapunov functions, which consist of the fuzzy combination of quadratic
Lyapunov functions. Fuzzy Lyapunov functions are more widely used in discrete-time T-S sys-
tems. In continuous-time models, dealing with the time derivative of the membership functions
in stability conditions is difficult. One way to circumvent this difficulty is to use upper bounds for
the time derivatives at the price of obtaining conservative approximations (Mozelli et al., 2009).

1.2 Output feedback

The design of state feedback controllers for T-S systems is largely developed in the literature
(Feng, 2006). State feedback methodologies assume that all states are measured and available for
controller implementation. However, this is true only in a few practical cases. Therefore, output
stabilization techniques through state observers (Tanaka et al., 1998; Mansouri et al., 2009), static
(Huang and Nguang, 2007; Lee and Kim, 2009; Bouarar et al., 2009) and dynamic output feedback
(DOF) controllers (Nguang and Shi, 2006; Dong and Yang, 2008; Razavi-Panah and Majd, 2008;
Yoneyama, 2009; Yang and Dong, 2010; Guelton et al., 2009; Liu et al., 2017) have been considered
in the literature of T-S systems. Quadratic (Nguang and Shi, 2006; Dong and Yang, 2008; Razavi-
Panah and Majd, 2008; Yoneyama, 2009; Yang and Dong, 2010) or fuzzy (Guelton et al., 2009;
Tognetti et al., 2012; Liu et al., 2017) Lyapunov functions have been considered to assess the
stability of the closed-loop system.

For DOF control design, a descriptor redundancy approach is used to obtain convex conditions
in Guelton et al. (2009) and, in Yang and Dong (2010), a switching strategy is applied, but the
output matrix must be the same for all the local models. Two-step design procedures are also
applied for the DOF problem, as in Tognetti et al. (2012), where a state feedback gain is first
designed. However, there is no methodology to guess the ideal state feedback gain used in the
design of the DOF controller. The work Razavi-Panah and Majd (2008) addresses the problem
of robust pole placement with H∞ performance criteria via DOF control for a class of uncertain
fuzzy systems. More recently, Liu et al. (2017) adopted a particular structure for the Lyapunov
matrix, as proposed in de Oliveira et al. (2000), by employing a linear fractional transformation
(LFT) mechanism requiring, however, the measurement of all premise variables.
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1.3 Premise variables availability

In T-S models, the premise variables usually depend on the plant states. For this reason,
some or all of them may not be available for measurement, also known as the imperfect premise
matching design problem (Lam and Narimani, 2009). Therefore, the main convenience when
dealing with state feedback design is the possibility of using all premise variables in the control
law. However, this assumption does not hold for the output feedback design problem when, for
instance, the unmeasurable states are part of the membership functions. Additionally, a drawback
of control systems under perfect premise matching is that the design flexibility is restricted, and
the implementation complexity of the fuzzy controller increases when the fuzzy model has many
fuzzy rules with complex membership functions (Lam, 2016).

The problem of nonmeasurement of premise variables naturally arises in fuzzy observers when
the premise variables depend on the estimated state variables. Therefore, many solutions have
been proposed to design observer-based controllers (Guerra et al., 2006; Asemani and Majd, 2013;
Dong and Wang, 2017; Maalej et al., 2017; Guerra et al., 2018; Ichalal et al., 2018). In this context,
some approaches require the premise variables to be estimated (Guerra et al., 2006; Asemani and
Majd, 2013; Guerra et al., 2018), the use of Lipschitz constants (Dong and Wang, 2017), Input-
to-State Stability (ISS) framework (Maalej et al., 2017) and immersion techniques (Ichalal et al.,
2018).

The problem of control synthesis with partially or completely unmeasurable premise variables
becomes more involved in the design of dynamic output feedback (DOF) controllers. For this
reason, very few works have considered the design of DOF controllers that do not share the
same membership functions and the number of rules with T-S fuzzy systems, as Nguang and
Shi (2006); Tognetti et al. (2012); Zhao and Dian (2017) for continuous and Ueno et al. (2011)
for discrete-time systems. The works Nguang and Shi (2006); Zhao and Dian (2017) consider
different membership functions for the controller and the plant. In Nguang and Shi (2006), an
upper bound is used to deal with the difference between the membership functions of the plant and
the controller, yielding conservative results. The work Zhao and Dian (2017) claims to be the first
work that designs fuzzy DOF controllers under imperfect premise matching where the membership
functions can be chosen freely. However, there is no intuitive procedure to find the membership
functions that are subjected to many restrictions and depend on several scalar variables found as
a nonlinear optimization problem. Moreover, no uncertainties are allowed in the T-S model. A
linear fractional transformation approach is adopted in Liu et al. (2017). The solution presented
in Tognetti et al. (2012), based on the approach developed in Tognetti et al. (2011), selects the
available premise variables for the control law by choosing appropriate degrees for the polynomial
of the slack variables that synthesize the controller. However, as a drawback, the design problem
is solved in two stages. For discrete-time systems, Ueno et al. (2011) proposes an output feedback
controller whose premise variables are their estimates. Therefore, it is also necessary to include
an observer for this purpose.

Notation. Rn, R>0 and Rn×m respectively denote sets of n-dimensional real vectors, positive
real numbers and n×m-dimensional real matrices. The identity matrix of order n is denoted by
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In and the null m× n matrix is denoted by 0m,n (or simply I and 0 if no confusion arises); 1m,n

denotes an m-by-n matrix with ones. For a matrix X, X ′ denotes its transpose and He {X} is
a short notation for X + X ′. The block-diagonal matrix is denoted by diag(· · · ). The symbol ⋆
denotes symmetric blocks in partitioned matrices, ■ stands for an element that has no influence
on the development and ⊗ denotes the Kronecker product.

Thesis structure

• Chapter 2 presents a general description of T-S fuzzy models used in this thesis and a
strategy to obtain these models, which is an exact representation of a nonlinear system.
Moreover, auxiliary lemmas, classic results for stability analysis and state feedback control
design for T-S fuzzy systems using Lyapunov functions and LMI conditions are presented.

• Chapter 3 presents the synthesis of DOF controllers for continuous-time fuzzy systems with
imperfect premise matching subjected to norm-bounded uncertainties.

• Chapter 4 presents local synthesis conditions and estimation of the domain of attraction for
DOF controllers for discrete-time fuzzy systems with imperfect premise matching subjected
to saturation in the input signal.

• Chapter 5 presents conditions for the design of DOF controllers for continuous-time fuzzy
systems with inexact measurement of premise variables.

• Chapter 6 presents the final conclusion and future works.

Publications

E. S. Tognetti and T. M. Linhares, "Dynamic output feedback controller design for uncertain
Takagi-Sugeno fuzzy systems: a premise variable selection approach," in IEEE Transactions on
Fuzzy Systems, 26(6):1590–1600, 2021.

T. M. Linhares and E. S. Tognetti, "Realimentação dinâmica de saída de sistemas fuzzy T-S
discretos no tempo com medição parcial das variáveis premissas," in XXIV Congresso Brasileiro
de Automática 2022 (CBA 2022), Fortaleza-CE, Brazil, October 2022.
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2 Definitions and Preliminaries

This chapter presents a brief description of Takagi-Sugeno fuzzy model, some stability condi-
tions presented in literature and the definitions and notations used in the text.

2.1 Takagi-Sugeno fuzzy models

T-S fuzzy models (Takagi and Sugeno, 1985) are described by IF-THEN fuzzy rules that
represent, exactly or approximated, a wide class of nonlinear systems. The main feature of a T-S
fuzzy model is to express the local dynamic of each rule by a linear system. The ith rule of T-S
fuzzy model (Tanaka and Wang, 2001) is given by

Ri: IF z1 (t) is Mi
1 and . . . and zp (t) is Mi

p THEN

δ[x](t) = Aix(t) +Biu(t)

y(t) = Cix(t), i = 1, . . . , N,
(2.1)

where Ri denotes the ith fuzzy rule, x(t) ∈ Rn is the state vector, u(t) ∈ Rnu is the control input
vector, y(t) ∈ Rny is the measured output vector. Ai ∈ Rn×n, Bi ∈ Rn×nu and Ci ∈ Rny×n are
the system matrices. The fuzzy set based at zj(t) for the ith rule is denoted by Mi

j and N is
the total number of fuzzy rules. The vector z(t) = [z1(t), . . . , zp(t)]Rp gives the premise variables,
which can be functions of state variables, external disturbance or time. δ[x](t) denotes a time-
derivative for continuous-time systems (δ[x](t) = ẋ(t)) and displacement operator for discrete-time
systems (δ[x](t) = x(t+ 1)). M i

1(zj(t)) is the membership degree of zj(t) in Mi
1. The normalized

membership function for each ith fuzzy rule is

hi(z(t)) = wi(z(t))
N∑

i=1
wi(z(t))

, i = 1, . . . , N,

with
wi(z(t)) =

p∏
j=1

M i
1(zj(t)).

The membership function h(z(t)) = (h1(z(t)), . . . , hN (z(t))) assumes values from the unit
simplex UN , defined as
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UN ≜

{
λ ∈ RN :

N∑
i=1

λi = 1, λi ≥ 0, i = 1, . . . , N
}
.

The global fuzzy model is the fuzzy combination of the local linear models and can be described
in the following polytopic form

δ[x](t) = A(h)x(t) +B(h)u(t)

y(t) = C(h)x(t)
(2.2)

where

(A,B,C)(h) =
N∑

i=1
hi(z(t))(Ai, Bi, Ci) (2.3)

As presented in Rhee and Won (2006), a more suited notation for fuzzy sets is used to specify
which fuzzy set based on zj(t) is used at the ith rule in (2.1). Therefore, a lth rule of (2.1) is
rewritten as

Rl: IF z1 (t) is Mαl1
1 and . . . zj (t) is M

αlj

j . . . and zp (t) is M
αlp
p THEN

δ[x](t) = Aαl1...αlp
x(t) +Bαl1...αlp

u(t)

y(t) = Cαl1...αlp
x(t), l = 1, . . . , N

(2.4)

with Aαℓ1...αℓp
∈ Rn×n, Bαℓ1...αℓp

∈ Rn×nu and Cαℓ1...αℓp
∈ Rny×n, and αlj specifies which fuzzy

set based at zj is used in the ith fuzzy rule. For example, α11 = α21 = k means that the same
fuzzy set Mk

1 based in the premise variable z1(t) is used in the rules 1 and 2.

Let rj be the number of fuzzy sets based in zj(t). Then,

N =
p∏

j=1
rj , (2.5)

and r = (r1, . . . , rp). Consider that Mαlj

j (zj(t)) is the membership degree of zj(t) in M
αlj

j and,
therefore, the normalized membership function for each αlj = 1, . . . , rj = i is given by

µji(zj(t)) =
M i

j(zj(t))∑rj

i=1M
i
j(zj(t))

, j = 1, . . . , p, i = 1, . . . , rj , (2.6)

and

0 ≤ µji(zj(t)) ≤ 1,
rj∑

i=1
µji(zj(t)) = 1. (2.7)

It is important to observe that each premise variable zj is uniquely associated with a mem-
bership function µj(zj(t)) = µj1(zj(t)), µj2(zj(t)), . . . , µjrj (zj(t)), j = 1, . . . , p belonging to a unit
simplex Urj and, consequently, µ(z(t)) = µ1(z1(t)), µ2(z2(t)), . . . , µp(zp(t)) belongs to the Carte-
sian product of simplexes Ur, also called multi-simplex, defined as follows (Oliveira et al., 2008).
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Definition 2.1 (Multi-simplex) A multi-simplex Ur is the Cartesian product of a finite number
of finite simplexes Ur1 , . . . , Urp, i.e.,

Ur ≜ Ur1 × Ur2 × . . . Urp . (2.8)

The dimension of Ur is defined as the index r = (r1, . . . , rp). To simplify the notation, Rr

represents the space Rr1+...+rp. A given element µ of Ur is the composition of (µ1, µ2, . . . , µp),
subsequently, each µj (belonging to Urj ) is the composition of (µj1, µj2, . . . , µjrj ).

The main advantage of the (2.4) representation is to provide a polytopic representation of the
fuzzy T-S system in the multi-simplex structure, which preserves the dependence in each premise
variable, as follows

δ[x](t) = Azx(t) +Bzu(t) (2.9a)
y(t) = Czx(t) (2.9b)

where

(A,B,C)z =
r1∑

i1=1
. . .

rp∑
ip=1

µ1i1(z1(t)) . . . µpip(zp(t)) × (Ai1...ip , Bi1...ip , Ci1...ip), (2.10)

µ(z(t)) ∈ Ur, µj(zj(t)) ∈ Urj , j = 1, . . . , p.

The following compact notation is adopted for (2.10)

(A,B,C)z =
∑
i∈Ip

µi(z)(Ai, Bi, Ci), ∀µ ∈ Ur. (2.11)

where Ip := {(i1, i2, . . . , ip) ∈ Np : ij ∈ {1, . . . , rj}, j = 1, . . . , p} and µi(z) = µ1i1(z1(t)) · · ·µpip(zp(t))
for i ∈ Ip.

Observe that the systems matrices representation in (2.3) and (2.11) are equivalent. It can be
done by checking that hi = µ1i1µ2i2 . . . µpip , for i ∈ {1, . . . , N} and (i1, . . . , ip) ∈ {1, . . . , r1}× . . .×
{1, . . . , rp}. For example, for a continuous-time T-S fuzzy system case with two premise variables
(p = 2) and four rules (N = 4, r = (2, 2)),

ẋ(t) =
4∑

i=1
hi(z(t))Aix(t) =

2∑
i1=1

2∑
i2=1

µ1i1(z1(t))µ2i2(z2(t))Ai1i2

with
h1(z(t)) = µ11(z1(t))µ21(z2(t)) h2(z(t)) = µ11(z1(t))µ22(z2(t))
h3(z(t)) = µ12(z1(t))µ21(z2(t)) h4(z(t)) = µ12(z1(t))µ22(z2(t))

and A1 = A11, A2 = A12, A3 = A21 and A4 = A22.
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2.1.1 Nonlinear systems aproximated by T-S fuzzy systems

One of the most common techniques to obtain a T-S fuzzy model from a nonlinear model is
the sector nonlinearity approach (Tanaka and Wang, 2001), which allows to exact represent a
nonlinear system by a convex combination of linear time varying models in a compact sector of
the state space.

Let a nonlinear system δ[x](t) = f(x(t), u(t)), with f(0, 0) = 0, where x(t) ∈ Rn is the state
variable and u(t) ∈ Rnu the control signal, which can be expressed as

δ[x] = ξ(x, u)x+ γ(x, u)u. (2.12)

The goal is to obtain an exact representation of the system (2.12) in a compact set D of state
space (including the equilibrium point x = 0) for T-S fuzzy models. The strategy consists to look
for a global sector for the nonlinear system f(x) ∈ [z̄ z]x, z̄, z ∈ R, or a local sector where the
sector condition is valid for xi ∈ [−d d]. Therefore, the nonlinear terms zj(x, u), j = 1, . . . , p,
where p is the number of nonlinearities in f(x(t), u(t)), can be expressed by sector nonlinearity aszj(x, u) = zjµj1(x, u) + zjµj2(x, u)

1 = µj1(x, u) + µj2(x, u)
(2.13)

where µj1(x, u) and µj2(x, u) are normalized membership functions and

zj = max zj(x, u) zj = min zj(x, u).

Solving (2.13)

µj1(x, u) = zj − zj(x, u)
zj − zj

, µj2(x, u) = 1 − µj1(x, u), j = 1, . . . , p. (2.14)

By doing this process for the terms ξ(x, u) and γ(x, u) of (2.12), the following T-S fuzzy model
can be written as (2.9a), where the linear subsystem matrices come from the functions ξ(x, u) and
γ(x, u) calculated in the extreme points of the nonlinearities zj(x, u) in the D set, i.e., zj(x, u)
is written as (2.13) to build (2.9a). It is important to note that the representation (2.9a) is not
unique, because there are different ways to rewrite f(x(t), u(t)) using (2.13).

Example 2.1 Consider the nonlinear system

ẋ1 = x2, ẋ2 = −sin2(x1)x1 + u (2.15)

in the sector D = {(x1, x2) ∈ Rn : |x1| ≤ 0.5}. For all x ∈ D, the nonlinear term z1(x1) = sin2(x1)
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∈ [0 sin2(0.5)], therefore, the system (2.15) can be exactly described in D by (2.9a) with

A1 =
[
0 1
0 0

]
, A2 =

[
0 1

sin2(0.5) 0

]

B1 = B2 =
[
0 1

]T
,

µ11(z1) = 1 − sin2(x1)/sin2(0.5), µ12(z1) = 1 − µ11(z1).

2.1.2 Fuzzy Controllers

One of the most common controllers design for T-S fuzzy models is the Parallel Distributed
Compensation (PDC) where each controller rule is designed from the respective T-S fuzzy model
rule (Tanaka and Wang, 2001). Therefore, the designed fuzzy controller shares the same fuzzy
sets with the system model in the premise parts. From the fuzzy model rule (2.1), the following
rule for a state feedback fuzzy controller can be construct:

Rl: IF z1 (t) is Mαl1
1 and . . . zj (t) is M

αlj

j . . . and zp (t) is M
αlp
p THEN

u(t) = Kαl1...αlp
x(t), l = 1, . . . , N (2.16)

The global fuzzy controller, which is nonlinear in general, is a combination of linear local
controllers and can be represented by

u(t) = Kzx(t), Kz =
∑
i∈Ip

µi(z)Ki, ∀µ ∈ Ur. (2.17)

A non-PDC control law means that the fuzzy controller does not share the same fuzzy rules
with the T-S fuzzy model. For example, the following state feedback control law

u(t) =

∑
i∈Ip

µi(z)Fi

∑
i∈Ip

µi(z)Gi

−1

x(t) = FzG
−1
z x(t)

where Fi and Gi, i ∈ Ip, are matrices with appropriate dimensions to be determined by design
conditions.

2.2 Auxiliary lemmas

The following lemma is commonly used in the analysis of norm-bounded uncertain systems

Lemma 2.1 (see Petersen (1987)) Let Ψ0 = Ψ′
0, M, N, be matrices of appropriate dimensions.

For all β > 0,
Ψ0 +MN +N ′M ′ ≤ Ψ0 + βMM ′ + β−1N ′N.
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2.2.1 Linear Matrix Inequalities

A linear matrix inequality (LMI) can be represented by F (x) > 0 with F (x) : Rm → Rn×n

symmetric positive-definite and affine in the search variables x. Therefore, a LMI can be generically
represented as

F (x) = F0 +
m∑

i=1
xiFi > 0, x =


x1
...
xm

 , (2.18)

where Fi = F T
i ∈ Rn×n, i = 0, . . . ,m are given matrices and xi, i = 1, . . . ,m are scalar variables

to be found by solving the LMI. If there is a solution x for F (x) > 0, the LMI is feasible. The
LMI (2.18) is equivalent to a set of n polynomial inequalities, because F (x) > 0 implies that all
leading principal minors of F (x) are positive.

LMIs conditions are convex and can be solved in polynomial time by interior point algorithms.
One of the advantages of using LMIs is the availability of softwares to solve these conditions, for
example, LMI Control Toolbox, SeDuMi and Mosek.

In general, stability analysis and controller design conditions are not originally LMIs. Some
tools are very useful to write the problem as a LMI, for example, the Schur complement is a
common property used in the manipulation of matrix inequalities.

Lemma 2.2 (Boyd et al. (1994)) Let x ∈ R be the vector of decision variables and M1(x),
M2(x) and M3(x) be affine functions in x, where M1(x) and M2(x) are symmetric. Then, the
following are equivalent

a) M1(x) −M3(x)′M2(x)−1M3(x) > 0 with M2(x) > 0,

b)
[
M1(x) M3(x)′

M3(x) M2(x)

]
> 0.

(2.19)

Note that a) is not a LMI, because M(x) = M1(x) − M3(x)′M2(x)−1M3(x) is not a affine
function in x. However, inequality b) is a LMI and both are equivalent. Also, note that in b)
M1(x) > 0 and M2(x) > 0 are necessary, but not sufficient conditions.

Next, the Finsler’s Lemma allows to eliminate or introduce slack variables in matrix positivity
conditions.

Lemma 2.3 (de Oliveira and Skelton (2001)) Let ξ ∈ Ra, D = D′ ∈ Ra×a, B ∈ Rb×a with
rank (B) < a, and B⊥ a base for the null space of B (i.e. BB⊥ = 0). The following conditions
are equivalent:

1. ξ′Dξ < 0, ∀ Bξ = 0, ξ ̸= 0;

2. B⊥′DB⊥ < 0;

3. ∃µ ∈ R: D − µB′B < 0;

4. ∃X ∈ Ra×b: D + X B + B′X ′ < 0.
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2.3 Stability and design conditions

In general, stability and controllers design conditions in T-S fuzzy systems come from Lyapunov
stability theory. Next, some LMI-based conditions for polytopic T-S fuzzy systems are presented.
Polytopic T-S fuzzy systems are described as

δ[x](t) =
∑
i∈Ip

µi(z)Aix(t) +
∑
i∈Ip

µi(z)Biu(t) = Azx(t) +Bzu(t), (2.20)

with matrices Az and Bz given as in (2.3).

Consider the state feedback controller (2.17), which gives the closed-loop system

δ[x](t) =
∑
i∈Ip

∑
j∈Ip

µi(z)µj(z)
(
Ai +BiKj

)
x(t)

=
∑
i∈Ip

µi(z)2 (Ai +BiKi)x(t) +
∑
i∈Ip

∑
i<j

µi(z)µj(z)
(
Ai +BiKj +Aj +BjKi

)
x(t)

= (Az +BzKz)x(t),

(2.21)

where the relation i < j can be performed by associating i and j to scalar values in the following
form i = (i1, . . . , ip) 7→ 1 +∑p

j=1(ij − 1)rM
p−j , with rM = max{r1, . . . , rp}.

2.3.1 Continuous-time systems

Consider a quadratic Lyapunov function V (x) = x(t)′Px(t). A sufficient stability condition
for continuous-time closed-loop (2.21), with Ωij = Ai +BiKj, is given by

V̇ (x) =

∑
i∈Ip

∑
j∈Ip

µi(z)µj(z)Ωijx(t)

′

Px(t) + x(t)′P

∑
i∈Ip

∑
j∈Ip

µi(z)µj(z)Ωijx(t)


=
∑
i∈Ip

∑
j∈Ip

µi(z)µj(z)x(t)′
(
Ω′

ijP + PΩij
)
x(t)

=
∑
i∈Ip

µi(z)2x(t)′ (Ω′
iiP + PΩii

)
x(t)

+
∑
i∈Ip

∑
i<j

µi(z)µj(z)x(t)′
(
Ω′

ijP + PΩij + Ω′
jiP + PΩji

)
x(t) < 0,

which can be verified by the following LMIs with the change of variables W = P−1 and Zi = KiW ,

Γii < 0, i ∈ Ip

Γij + Γji < 0, i, j ∈ Ip i < j.
(2.22)

with
Γij ≜ AiW +WA′

i +BiZj + Z ′
jB

′
i (2.23)
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where the controller gain is recovered by Ki = ZiW
−1, i ∈ Ip. Note that LMIs (2.22) assure, for

all µ ∈ Ur,
Γz ≜ AzW +WA′

z +BzZz + Z ′
zB

′
z < 0. (2.24)

Less conservative conditions in literature assure V̇ (x) < 0, for example, adding slack variables
in right-hand side LMIs (2.22).

Lemma 2.4 (Xiaodong and Qingling (2003)) If there are matrices Zi ∈ Rm×n, W = W ′ >

0 ∈ Rn×n, Yj,i = Y ′
i,j ∈ Rn×n, i, j ∈ Ip, i ̸= j, satisfying the following LMIs

Γii < Yi,i, i ∈ Ip

Γij + Γji < Yi,j + Y ′
i,j, i, j ∈ Ip, i < j

Y(1···1),(1···1) . . . Y(1···1),(r1···rp)
... . . . ...

Y(r1···rp),(1···1) . . . Y(r1···rp),(r1···rp)

 < 0,

where Γij is given by (2.23), then the state feedback (2.17) stabilizes a continuous-time T-S fuzzy
system given by (2.21) with Ki = ZiW

−1.

Using Lemma 2.3 (Finsler’s Lemma), other relaxation can be expressed.

Lemma 2.5 (Montagner et al. (2009)) If there exist matrices Zz ∈ Rnu×n, Xz ∈ R2n×n and
W = W ′ > 0 ∈ Rn×n, where for all h(z) ∈ UN ,

Q + XB + B′X′ < 0, (2.25)

with

Q =
[
BzZz + Z ′

zB
′
z W

W 0

]
and B =

[
A′

z −I
]
,

then the state feedback controller Kz = ZzW
−1 stabilizes the continuous time T-S fuzzy system

given by (2.21).

Proof First, note that B⊥ =
[
I Az

]′
. By the equivalence between ii) and iv) of Lemma 2.3,

we have that (2.25) is equivalent to

0 > B⊥′
z QB⊥

z =
[
I

A′
z

]′ [
BzZz + Z ′

zB
′
z W

W 0

] [
I

A′
z

]
= Γz,

with Γz given by (2.24).

2.3.2 Discrete-time systems

Fuzzy Lyapunov functions have been extensively used in T-S discrete-time systems due to the
facility in dealing with the advanced time instant Pz+ = ∑

i∈Ip
µi(z(t+ 1))Pi, µ ∈ Ur.
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Consider the fuzzy Lyapunov function

V (x, z) = x(t)′Pzx(t), (2.26)

we have that a sufficient condition for the stability of a discrete-time T-S fuzzy system given by
(2.21) is

∆V (x, z) = x(t+ 1)′Pz+x(t+ 1) − x(t)′Pzx(t) < 0.

It is presented a condition using fuzzy Lyapunov function (2.26).

Theorem 2.1 The discrete-time T-S fuzzy system given by (2.20) with u = 0 is asymptotically
stable if exist Pz = P ′

z > 0 and if one of the following equivalent conditions is satisfied

i) A′
zPz+Az − Pz < 0,

ii)
[
Pz A′

zPz+

⋆ Pz+

]
> 0,

(2.27)

for all µ ∈ Ur.

Theorem 2.2 If there exist Pi = P ′
i > 0 ∈ Rn×n, i ∈ Ip, where the following LMIs are verified

[
Pi A′

iPj

⋆ Pj

]
> 0, i, j ∈ Ip,

then conditions (2.27) hold.

Theorem 2.3 (Euntai Kim and Heejin Lee (2000)) If there exist matrices W = W ′ > 0,
Qii > 0, Qij = Q′

ij, Si, where

Γii > Qii, i ∈ Ip

Γij + Γji > Qij, i, j ∈ Ip, i < j
2Q(1···1),(1···1) . . . Q(1···1),(r1···rp)

... . . . ...
Q(r1···rp),(1···1) . . . 2Q(r1···rp),(r1···rp)

 > 0

with

Γij =
[

W ⋆

Ai +BiSj W

]
, i, j ∈ Ip,

then, the discrete-time T-S fuzzy system (2.20) can be stabilized by PDC control law

u(t) =

∑
i∈Ip

µi(z)Ki

x(t), Ki = SiW
−1.
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2.4 Dynamic Output Feedback

This section presents the design of dynamic output feedback controllers (Scherer et al., 1997)
for T-S fuzzy system (2.9). Given the dynamic output feedback controllerδ[xc] = Aczxc(t) +Bczy(t)

u(t) = Cczxc(t) +Dczy(t)
(2.28)

where xc ∈ Rn is the controller states. The closed loop system is[
δ[x]
δ[xc]

]
=
[
Az +BzDczCz BzCcz

BczCz Acz

]
︸ ︷︷ ︸

Aclz

[
x

xc

]
.

The controller matrices Acz, Bcz, Ccz, Dcz can be determined by applying on the closed-loop
system analyses conditions and performance criteria.

2.4.1 Continuous-time Dynamic Output Feedback

A stabilizing controller for continuous time systems can be determined by the following lemma

Lemma 2.6 The matrix Aclz is Hurwitz if and only if there exists matrix W ′ = W > 0 ∈ R2n×2n

such that
AclzW +WA′

clz < 0.

The resulting inequality is non linear due to the product between closed loop system’s dynamic
matrix and Lyapunov matrix W . In order to turn the inequality into a LMI, congruence transfor-
mation and change of variables are used, allowing to solve the product of variables between the
Lyapunov matrix and controller’s matrices. Consider the congruence transformation

T ′ (AclzW +WA′
clz

)
T < 0.

LMIs conditions can be obtained if it is possible to find a matrix T that writes term T ′AclzWT

as a affine expression of decision variables. For this purpose, the following matrix partitions are
defined

W =
[
X U ′

U ■

]
, W−1 =

[
Y V

V ′ ■

]
, T =

[
I Y

0 V ′

]
, (2.29)

where ■ means that these partitions are not important for the congruence transformation and the
change of variables.

Therefore,

WT =
[
X I

U 0

]
, T ′WT =

[
X I

I Y

]
,
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T ′AzWT =
[

AzX +Bz (CczU +DczCzX)
V AczU + Y AzX + V BczCzX + Y BzCczU + Y BzDczCzX

Az +BzDczCz

Y Az + (V Bcz + Y BzDcz)Cz

]
.

Consider the change of variables

Az = V AczU + Y AzX + V BczCzX + Y BzCczU + Y BzDczCzX

Bz = V Bcz + Y BzDcz

Cz = CczU +DczCzX

Dz = Dcz

(2.30)

yielding

T ′AzWT =
[
AzX +Bz Cz Az +BzDzCz

Az Y Az + BzCz

]
,

which is affine in the decision variables Az, Bz, Cz, Dz.

The change of variables of (2.30) can be written as[
Az Bz

Cz Dz

]
=
[
V Y Bz

0 I

] [
Acz Bcz

Ccz Dcz

] [
U 0
CzX I

]
+
[
Y

0

]
Az

[
X 0

]
. (2.31)

If U and V are square (nc = n), the transformation is invertible if U and V are non-singular,
giving [

Acz Bcz

Ccz Dcz

]
=
[
V −1 −V −1Y Bz

0 I

] [
Az − Y AzX Bz

Cz Dz

] [
U−1 0

−CzXU
−1 I

]
. (2.32)

Theorem 2.4 (Gahinet and Apkarian (1994)) Let nc = n. The matrix Aclz is Hurwitz if
and only if there exist matrices X = X ′ ∈ Rn×n, Y = Y ′ ∈ Rn×n, Az ∈ Rn×n, Bz ∈ Rn×ny ,
Cz ∈ Rnu×n and Dz ∈ Rnu×ny such that[

AzX +XA′
z +Bz Cz + C′

zB
′
z Az +BzDzCz + A′

z

⋆ A′
zY + Y Az + BzCz + C ′

zB
′
z

]
< 0,

[
X I

I Y

]
> 0.

In this case,[
Acz Bcz

Ccz Dcz

]
=
[
V −1 −V −1Y B

0nu×n Inu

] [
Az − Y AzX Bz

Cz Dz

] [
U−1 0n×ny

−CzX
−1 Iny

]
,

where U and V are such that Y X + V U = I.
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2.4.2 Discrete-time Dynamic Output Feedback

A stabilizing controller for discrete-time systems can be determined by the following lemma.

Lemma 2.7 (de Oliveira et al. (2002)) The matrix Aclz is Schur stable if and only if there
exist matrices W ′ = W ∈ R2n×2n and G ∈ R2n×2n such that[

W AclzG

G′A′
clz

G+G′ −W

]
> 0.

For discrete-time, note that the nonlinear terms are formed with the slack variable G and no
more with Lyapunov matrix W . Differently from continuous-time where the parametrized matrix
is the Lyapunov matrix, here the transformation matrix is defined by the partitions of the slack
variable and its inverse

G =
[
X ■

U ■

]
, G−1 =

[
Y ′ ■

V ′ ■

]
, T =

[
I Y ′

0 V ′

]
, (2.33)

where it is necessary that G−1 exists. The following steps are similar to the continuous-time case.
First, the congruence transformations

T ′(G+G′ −W )T =
[
X +X ′ I + S′

I + S Y + Y ′

]
−
[
P J

J ′ H

]
, T ′WT =

[
P J

J ′ H

]
,

T ′AGT =
[
AzX +Bz Cz Az +BzDzCz

Az Y Az + BzCz

]
,

where S = Y X + V U and Az, Bz, Cz and Dz are given by (2.30). The change of variables (2.30)
is the same of the continuous-time case, therefore (2.31) and (2.32) also apply.

Theorem 2.5 (de Oliveira et al. (2002)) Let nc = n. The matrix Aclz is Schur if and only
if there exist matrices P = P ′ ∈ Rn×n, H = H ′ ∈ Rn×n, X ∈ Rn×n, Y ∈ Rn×n, Az ∈ Rn×n,
Bz ∈ Rn×ny , Cz ∈ Rnu×n, Dz ∈ Rnu×ny , S ∈ Rn×n and J ∈ Rn×n such that

P J AzX +Bz Cz Az +BzDzCz

⋆ H Az Y Az + BzCz

⋆ ⋆ X +X ′ − P I + S′ − J

⋆ ⋆ ⋆ Y + Y ′ −H

 > 0.

In this case, the controllers’ matrices can be determined by (2.32) and U and V are given by
S = Y X + V U .
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3 Continuous-time DOF with imperfect premise
matching

This chapter presents new design conditions of full-order dynamic output feedback controllers
for continuous-time Takagi-Sugeno (T-S) fuzzy systems allowing the selection of premise variables
to be used in the control law. The fuzzy output controller is allowed to have a different number
of fuzzy rules and a different set of membership functions from the T-S model. This includes the
cases of complete or partial immeasurable premise variables. The main aspect of the proposed
methodology is to present conditions where the control gains are independent of the premise vari-
ables that cannot be measured allowing flexibility for the designer in a realistic output feedback
context. For this purpose, the design conditions are expressed as linear matrix inequality relax-
ations combined with scalar parameters that provide extra degrees of freedom. The proposed
control methodology also deals with model uncertainties and the use of fuzzy Lyapunov functions.
The effectiveness and applicability of the methodology are shown through numerical examples.

3.1 Introduction

It is well known that almost all models describing physical systems present uncertainties. Un-
fortunately, most LMI-based techniques for designing DOF controllers are infeasible for uncertain
T-S systems because the standard technique of change of variables presented in Chilali and Gahinet
(1996); Scherer et al. (1997) results in crossing terms between the system’s and the controller’s
matrices in the closed-loop systems, with an intricate membership interconnection. Therefore, Li
et al. (2000); Dong and Yang (2009) are only suitable for a restrictive class of fuzzy systems with-
out uncertainties, with matched membership functions between the system and the controller and
PDC controller structure. The work Chang et al. (2016) proposes a solution for designing DOF
controllers for discrete-time T-S systems subjected to uncertainties and non-measurable premise
variables. However, the controller’s gains are fixed, taking no advantage if some premise variables
are available.

In this chapter, a LMI-based procedure is proposed to design non-PDC DOF controllers that
do not share the same set of premise variables and the number of rules of the uncertain continuous-
time T-S fuzzy system. Takagi-Sugeno models represented with a multi-simplex structure can be
written as the product of one-variable membership functions. Therefore, thanks to the modeling
of the membership functions in a space that is defined by the Cartesian product of simplexes,
also known as multi-simplex (Oliveira et al., 2008), the proposed technique provides an intuitive
approach that allows the selection of the membership functions for the control law that depends
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only on the measured premise variables. The designer can also discard the membership functions
that are too complex for numerical implementation or contain uncertain terms. This feature allows
flexibility for the designer in a realistic output feedback scenario.

The main contribution is to propose less conservative convex conditions for the design of DOF
controllers such that the gains of the controller do not depend on the unavailable premise variables.
For this, one proposes a systematic procedure to rewrite the dynamical matrices of the plant in
terms of the desirable membership functions. It is demonstrated that the best scenario is to select
a subset of membership functions of the plant. This procedure preserves the information of the
membership functions depending on the measured premise variables. It also minimizes the impact
of discarding the membership functions depending on the unmeasured premise variables. The
technique also works for the case where the premise variables or the membership functions of the
controller are entirely free, representing an opportunity for future developments. For this purpose,
the presented conditions require fewer restrictions for the membership functions of the controller
than Zhao and Dian (2017), no use of upper bounds as in Nguang and Shi (2006); Apkarian and
Noll (2006), and no need for multiple steps for the control design, as in Tognetti et al. (2012).
For simplicity, the conditions employ quadratic Lyapunov functions, but the results can be easily
extended, as shown in the chapter, by using fuzzy Lyapunov functions (Tanaka et al., 2003) and
requiring the treatment of the time derivatives of the membership functions. Finally, we also
consider norm-bounded uncertainties in the plant to design robust controllers.

The main contributions of the chapter are:

• Systematic procedure to select the premise variables and membership functions for the con-
trol law without the use of bounds to deal with the difference between the membership
functions of the plant and the controller;

• New LMI conditions with scalar parameters such that the controller gains do not depend on
the matrices of the plant;

• Extensions using fuzzy Lyapunov functions, polynomial relaxations, and models subject to
polytopic-type uncertainties are straightforward.

Numerical examples demonstrate the effectiveness of the proposed approach.

3.2 Preliminaries

3.2.1 Description of the system

Consider a class of uncertain T-S fuzzy system described by the following IF-THEN rules
adapted from (2.4) to consider the presence of uncertainties:
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Rule l: IF z1 (t) is Mαl1
1 and . . . and zp (t) is M

αlp
p THEN

ẋ(t) = (Aαl1...αlp
+ ∆Aαl1...αlp

)x(t) + (Bαl1...αlp
+ ∆Bαl1...αlp

)u(t)

y(t) = Cαl1...αlp
x(t), ℓ = 1, . . . , N.

(3.1)

The terms ∆Aαl1...αlp
∈ Rn×n and ∆Bαl1...αlp

∈ Rn×nu are Lebesgue measurable uncertainties
defined by Zhou and Khargonekar (1988)

∆Aαl1...αlp
= Ha

αl1...αlp
fa(t)Na

αl1...αlp
,

∆Bαl1...αlp
= Hb

αl1...αlp
f b(t)N b

αl1...αlp
, .

(3.2)

where Hs
αl1...αlp

and N s
αl1...αlp

, for s = a, b, are known real constant matrices and fs(t) are uncertain
matrices bounded satisfying fs(t)T f s(t) ≤ I ∀t.

It is important to the development of the proposed approach dealing with non-measured
premise variables to observe that each premise variable zj is uniquely associated with a mem-
bership function1 µj(zj). More specifically, the use of the multi-simplex Ur has an important
role in the proposed technique by allowing a specific treatment of the membership functions that
depend on the premise variables that are not measured.

3.2.2 Notation and definitions

Here, we detail an appropriate notation to deal with fuzzy summations with non-measured
premise variables. The following two cases are considered: fuzzy summations depending on all
premise variables or depending on a subset of the premise variables of the plant. To handle
the multi-dimensional fuzzy summations of matrices, the following notation is adopted based
on Sala and Ariño (2007): the set Qs := {(q1, . . . , qs) : qj ∈ N, j = 1, . . . , s} contains the
index of the s premise variables zq := (zq1 , zq2 , . . . , zqs) represented in the summation; Is :=
{(i1, i2, . . . , is) ∈ Ns : ij ∈ {1, . . . , rqj }, j = 1, . . . , s}; µi(zq) := µq1i1(zq1)µq2i2(zq2) · · ·µqsis(zqs),
q ∈ Qs, i ∈ Is, with q := (q1, . . . , qs) and i := (i1, i2, . . . , is). Given vertices Qi1i2...is , the following
fuzzy summation is defined:

Qzq :=
∑
i∈Is

µi(zq)Qi

with Qi := Qi1i2...is and

∑
i∈Is

µi(zq)Qi =
rq1∑

i1=1
· · ·

rqs∑
is=1

µq1i1(zq1) · · ·µqsis(zqs)Qi1...is .

For example, the fuzzy summation

r1∑
i1=1

· · ·
rm∑

im=1
µ1i1(z1) . . . µmim(zm)Qi1...im

1For simplicity of notation, the time-dependence in µ(z(t)) and z(t) is omitted.
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is represented by
Qzq =

∑
i∈Im

µi(zq)Qi (3.3)

where q = (1, . . . ,m) ∈ Qm, zq = (z1, . . . , zm), i = (i1, . . . , im) ∈ Im, µi(zq) = µ1i1(z1)µ2i2(z2) · · ·
µmim(zm), Qi = Qi1...im . If m = p, that is, the summation contains all premise variables z =
(z1, . . . , zp) of the fuzzy model, we will omit the index q, since zq = z, and denote it simply by
Qz := ∑

i∈Ip
µi(z)Qi.

For instance, suppose that we are interested to represent a fuzzy summation with the premise
variables z2, z4 and z5. Then, one has Pzq = ∑

i∈I3 µi(zq)Pi with: q = (2, 4, 5) ∈ Q3, s = 3,
zq = (z2, z4, z5), i = (i1, i2, i3) ∈ I3, µi(zq) = µ2i1(z2)µ4i2(z4)µ5i3(z5), Pi = Pi1i2i3 , that is,

Pzq =
r2∑

i1=1

r4∑
i2=1

r5∑
i3=1

µ2i1(z2)µ4i2(z4)µ5i3(z5)Pi1i2i3 .

We may also rewrite a fuzzy summation with less premise variables by imposing constant values
for the premise functions that are not represented. For instance, consider the fuzzy summation
(3.3) with m = 2 and rj = 2, j = 1, 2. The summation (3.3) represented only by the premise
variable z2 is obtained by imposing a constant value z̄1 in µ1(z1) and replacing it by µ1(z̄1). Then
the fuzzy summation (3.3) becomes

Q̂zq =
∑
i∈I1

µi(zq)Q̂i, q = 2, i = i1 (3.4)

with vertices given by Q̂i1 = µ11(z̄1)Q1i1 + µ12(z̄1)Q2i1 , i1 = 1, 2.

Handling the difference and the product of fuzzy summations will be of particular interest to
this work. For instance, consider again the fuzzy summation (3.3) with m = 2 and rj = 2, j = 1, 2,
involving all premise variables z = (z1, z2) and denoted by Qz. Consider also a summation Q̂zq ,
as given in (3.4), obtained by assigning z1 = z̄1, where z̄1 is an arbitrary constant value. Observe
that Q̂zq is represented only by the subset zq = z2 (q = 2) of the premise variables. The difference
ΓQ := Qz − Q̂zq is given by

ΓQ =
∑
j∈I2

µj(z)Qj −
∑
i∈I1

µi(zq)Q̂i = ∆µ11(z1)
∑
i∈I1

µi(zq)Q1i + ∆µ12(z1)
∑
i∈I1

µi(zq)Q2i (3.5)

where j = (j1, j2) ∈ I2, i = i1 ∈ I1, ∆µ1ℓ(z1) := µ1ℓ(z1) − µ1ℓ(z̄1), ℓ = 1, 2. Observe that, if we
consider (3.4), we can rewrite (3.5) as

ΓQ =
∑
j∈I2

µj(z)Qj −

 ∑
i1∈I1

µi1(z1)

×
∑

i2∈I1

µi2(z2)(µ11(z̄1)Q1i2 + µ12(z̄1)Q2i2)

=
∑

(i1,i2)∈I2

µi1(z1)µi2(z2) (Qi1i2− (µ11(z̄1)Q1i2 − µ12(z̄1)Q2i2) .

Furthermore, if we consider z̄1 such that µ11(z̄1) = µ12(z̄1) = 0.5, then the vertices of ΓQ are given

20



by ±0.5(Q1i2 −Q2i2), i2 ∈ I1, and the norm ||Qj − Q̂i|| has a minimum upper bound for all j ∈ I2

and i ∈ I1.

For the sake of conciseness, we will adopt the index z for the product or sum of fuzzy summa-
tions involving z and zq, and the index zq when only fuzzy summations that depend on zq are
involved. Finally, the homogenization of product of summations and the sum of matrices depend-
ing on different membership functions can be handled by using ∑i∈Is

µi(zq) = 1. For more details,
please refer to Sala and Ariño (2007) or to Tognetti et al. (2012), in the context of multi-simplex
manipulations.

3.2.3 Problem statement

The global T-S fuzzy system obtained from (3.1) can be rewritten asẋ(t) = (Az + ∆Az)x(t) + (Bz + ∆Bz)u(t)

y(t) = Czx(t)
(3.6)

with
(A,B,C)z =

∑
i∈Ip

µi(z)(Ai, Bi, Ci) (3.7)

and
∆Az = Ha

z f
a(t)Na

z , ∆Bz = Hb
zf

b(t)N b
z , ∀µ ∈ Ur. (3.8)

We will consider that only a subset zq, q ∈ Qs, of the premise variables z are measurable and
available for the control law. Hereafter, Qs denotes the set of the index of the s premise variables
used by the controller and Qv the set of the index of the v premise variables that are not used
by the controller, that is, v = p − s. The aim is to design a full-order dynamic output feedback
(2.28), which can be written as ẋc(t) = Aczqxc(t) +Bczqy(t)

u(t) = Cczqxc(t) +Dczqy(t),
(3.9)

with
(Ac, Bc, Cc, Dc)zq =

∑
i∈Is

µi(zq)(Aci, Bci, Cci, Dci) (3.10)

and xc(t) ∈ Rn is the controller state. As a matter of fact, the control law depends on the output
y(t) and on some of the premise variables available from the measured outputs.

The closed-loop system can be represented as

ẋa(t) = Azxa(t) (3.11)
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where xa(t) =
[
x(t)′ xc(t)′

]′
denotes the augmented state and

Az =
[
(Az + ∆Az) + (Bz + ∆Bz)DczqCz (Bz + ∆Bz)Cczq

BczqCz Aczq

]
.

The following problem is addressed in this work.

Problem 3.1 Let the T-S fuzzy system (3.6) subject to norm-bounded uncertainties given by (3.8)
and a subset zq, q ∈ Qs, of the premise variables z that are measurable and available for the control
law. Determine a fuzzy dynamic output feedback controller as (3.9) such that the closed-loop system
(3.11) is asymptotically stable.

Remark 3.1 Problem 3.1 assumes that the premise variables are partially measurable. The pro-
posed technique can also be applied when all premise variables are available, motivated by the
scenario where the fuzzy model has a large number of fuzzy rules with complex membership func-
tions and the control law under perfect premise matching has high implementation complexity.
When none of the premise variables are measured, a constant gain controller (instead of fuzzy
combinations) may be obtained. It is straightforward to consider in the proposed approach con-
trollers depending on different membership functions or variables other than the premise variables.
For instance, zq could be the controller states or the estimated states of the plant. Although no
advantages have been observed compared to constant gain controllers, in the case of completely
immeasurable premise variables, the investigations of these possibilities are left for future works.

The following lemma will be useful for the main results.

Lemma 3.1 If there exists a continuously differentiable parameter-dependent symmetric matrix
Wz ∈ R2n×2n such that the following LMIs are satisfied for all µ ∈ Ur

Wz > 0

He{AzWz} − Ẇz < 0, (3.12)

where Ẇz denotes the time-derivative of Wz, then the closed-loop system (3.11) is asymptotically
stable.

Proof The proof is based on the stability of (3.11) with the Lyapunov function V (xa) =
xa(t)′W−1

z xa(t) and from Ẇ−1
z = −W−1

z ẆzW
−1
z .

The results presented in the next section provide sufficient conditions for the design of full
order dynamic output feedback controllers depending only on the available premise variables zq.

3.3 Main Results

Firstly, we will consider quadratic stability with Wz = W and the parametrization adopted
in Chilali and Gahinet (1996); Scherer et al. (1997). Using (2.29) with U = U ′ = Y , Y = Z and

22



V = V ′ = −Z, we define the following matrices:

W =
[
X Y

Y ■

]
, W−1 =

[
Z −Z

−Z ■

]
, Z =

[
In Z

0 −Z

]
(3.13)

where Y = X − Z−1 and X,Z ∈ Rn×n are symmetric. From WW−1 = I and using the change of
variables presented in (2.30), the condition (3.12) is equivalent to

Z′ (He {AzW})Z = He

{[
(Az + ∆Az)X + (Bz + ∆Bz) C̄z

Āz

(Az + ∆Az) + (Bz + ∆Bz)D̄zqCz

Z(Az + ∆Az) + B̄zCz

]}
< 0 (3.14)

with
Āz = Z(Az + ∆Az)X − ZAczqY − ZBczqCzX+
Z(Bz + ∆Bz)CczqY + Z(Bz + ∆Bz)DczqCzX

B̄z = Z(Bz + ∆Bz)Dczq − ZBczq ,

C̄z = CczqY +DczqCzX, D̄zq = Dczq .

(3.15)

Observe that the controller gains cannot be recovered from (3.15) due to the presence of
the uncertain terms and the system matrices depending on the premise variables z that are not
available for feedback.

To allow the design of a controller depending only on the available premise variables zq, the
following approach is proposed. First, let us define

ΓA := Az − Âzq , ΓB := Bz − B̂zq , ΓC := Cz − Ĉzq (3.16)

where Âzq , B̂zq and Ĉzq are the matrices obtained from Az, Bz and Cz, respectively, by represent-
ing the fuzzy summation (3.7) exclusively by the premise variables zq, used in (3.10), following
the same steps used to rewrite (3.3) as (3.4).

Remark 3.2 As pointed out in Remark 3.1, several scenarios can be taken into account in this
chapter. It is evident that, when all premise variables are available for feedback, ΓA = ΓB = ΓC =
0. When one or more premise variables are not available, the matrices Âzq, B̂zq and Ĉzq can be
constructed by assigning in Az, Bz and Cz fixed values for the premise variables that are not used by
the controller, denoted here by zv, where v ∈ Qv is the index of the v premise variables not available
for the control law. Any value from the universe of discourse2 for zv can be used. However, since
the conservativeness of the design conditions are related with the magnitude of the terms ΓA, ΓB

and ΓC , the best choice for a fixed value of zv is such that the norm of ∆µvjℓ(zvj ), j ∈ Qv,
ℓ = 1, . . . , rℓ, as defined in (3.5), is minimum. Thanks to the multi-simplex modeling, this can be
obtained by choosing zv such that µvj (zvj ) = (0.5, . . . , 0.5) which yields |∆µvjℓ(zvj )| ≤ 0.5.Observe
that, if one considers the controller’s premise variables different from the plant’s premise variables,

2Space of all possible values of the premise variables.

23



as in Nguang and Shi (2006), one has |∆µvjℓ(zvj )| ≤ 1 and the conservativeness of the conditions
increases. Finally, if the premise variables are estimated, as in Guerra et al. (2006); Asemani and
Majd (2013); Guerra et al. (2018); Dong and Wang (2017) in the context of observer-based state-
feedback controllers, Lipschitz conditions can improve the results, however it is not straightforward
to use Lipschitz conditions in the dynamic output feedback control problem.

Remark 3.3 It is important to observe that a systematic procedure is proposed to construct Âzq,
B̂zq and Ĉzq, as presented in Section 3.2.2, and, for that reason, no upper bounds are necessary
to evaluate ΓA, ΓB and ΓC , as occur in some approaches (Nguang and Shi, 2006; Apkarian and
Noll, 2006).

Then, one can replace Az, Bz and Cz in (3.15) by Âzq +ΓA, B̂zq +ΓB and Ĉzq +ΓC , respectively,
and rewrite (3.14)-(3.15) as

He

{[
AzX +Bz( Czq + DzqΓCX) Az +BzDzqCz

Azq + Φ ZAz + (Bzq + ZΓBDzq)Cz

]
+

[
∆AzX + ∆Bz( Czq + DzqΓCX) ∆Az + ∆BzDzqCz

Z∆AzX + Z∆Bz( Czq + DzqΓCX) Z∆Az + Z∆BzDzqCz

]}
< 0 (3.17)

with
Azq = ZÂzqX − ZAczqY − ZBczqĈzqX + ZB̂zqCczqY + ZB̂zqDczqĈzqX

Bzq = ZB̂zqDczq − ZBczq ,

Czq = CczqY +DczqĈzqX, Dzq = Dczq ,

(3.18)

and
Φ := ZΓAX + (ZB̂zq Dzq − ZBczq︸ ︷︷ ︸

Bzq

)ΓCX+

ZΓB(CczqY + DzqĈzqX︸ ︷︷ ︸
Czq

) + ZΓBDzqΓCX

= ZΓAX + BzqΓCX + ZΓB Czq + ZΓBDzqΓCX.

(3.19)

As can be observed, the change of variables (3.18) allows to recover the controller gains de-
pending only on zq: 

Aczq = Z−1
{
ZÂzqX + ZB̂zq Czq − Azq

−
[
ZB̂zq Dzq −Bzq

]
ĈzqX

}
Y −1

Bczq = Z−1
(
ZB̂zq Dzq − Bzq

)
Cczq =

(
Czq − DzqĈzqX

)
Y −1

Dczq = Dzq ,

(3.20)

Observe also that inequality (3.17) is nonlinear on the decision variables X, Z, Azq , Bzq , Czq

and Dzq . The case with no uncertainty will be discussed first and then we will take into account
the uncertainties.
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3.3.1 System without uncertainties

Consider the T-S system (3.6) without uncertainties, that is, ∆Az = ∆Bz = 0. Then, (3.17)
can be rewritten as

He

{
⋎ +

[
BzDzqΓCX 0

Φ ZΓBDzqCz

]}
< 0 (3.21)

with

⋎ :=
[
AzX +Bz Czq Az +BzDzqCz

Azq ZAz + BzqCz

]
(3.22)

and Φ given by (3.19).

Observe that the second part of the above inequality, that contains the nonlinear terms, is
rewritten as

He


[

0 BzDzqΓC

Z BzqΓC

]
︸ ︷︷ ︸

M ′
1

[
ΓAX + ΓB Czq ΓBDzqCz

X 0

]
︸ ︷︷ ︸

M2


+
[
X 0
0 Z

]
︸ ︷︷ ︸

M3

[
0 ⋆

ΓBDzqΓC 0

]
︸ ︷︷ ︸

R

[
X 0
0 Z

]
. (3.23)

The following theorem proposes convex conditions for the design of (3.9).

Theorem 3.1 For given scalars λ1 ∈ R, λ2 ∈ R>0, if there exist symmetric positive definite
matrices X , Z ∈ Rn×n, and parametrically affine matrices Azq ∈ Rn×n, Bzq ∈ Rn×ny , Czq ∈
Rnu×n and Dzq ∈ Rnu×ny , such that, for all µ ∈ Ur, the following LMIs are satisfied:

[
X In

In Z

]
> 0 (3.24)

Ψ :=
[
Ψ11 ⋆

Ψ21 Ψ22

]
< 0 (3.25)

where

Ψ11 =


Ψ111 ⋆

−λ1In λ2Z

λ2Γ′
CD′

zqB
′
z −λ1I + λ2Γ′

CB′
zq

−2λ2I



Ψ111 = He

{
⋎ + λ1

[
ΓAX + ΓB Czq +X ΓBDzqCz + Z

Γ′
CD′

zqB
′
z +X Γ′

CB′
zq + Z

]}

Ψ21 =


−λ1I + λ2ΓAX + λ2ΓB Czq λ2ΓBDzqCz

λ2X −λ1I
I

−λ1I + λ2X 0
0 −λ1I + λ2Z

0


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Ψ22 =


−2λ2I ⋆

0 −2λ2I ⋆

ΓBDzqΓC −2λ2I

 ,
⋎ given by (3.22), and ΓA, ΓB and ΓC as is (3.16), then the controller (3.9) whose state-space
matrices are given by (3.20), with Y = X−Z−1, makes the closed-loop system (3.11) asymptotically
stable with ∆Az = ∆Bz = 0.

Proof First, from (3.24), it follows thatX > 0, Z > 0 and Y > 0, since by definition Y = X−Z−1.
Then, the gains (3.20) are well defined.

Thus, pre- and post-multiplying (3.25) by
[
I2n M ′

1 M ′
2 M ′

3

]
and its transpose, respectively,

we obtain

Π := He{⋎} +


M1

M2

M3


′ 

0 I 0
I 0 0
0 0 R



M1

M2

M3

 < 0 (3.26)

where M1, M2, M3 are given in (3.23). Consider the change of variables (3.18) and (3.16), then
the following inequality is obtained

He


 ΩX +BzCczqY Ω
Z
(
Ω −BczqCz

)
X + Z

(
BzCczq −Aczq

)
Y Z

(
Ω −BczqCz

)
 < 0

with Ω = Az +BzDczqCz.

Therefore, the above inequality can be written as Z′ (He {AzW})Z < 0 as in (3.14) with the
definitions (3.13). One also observe that (3.24) is equivalent to ZTWZ, then W > 0. Thus, from
Lemma 5.1, the closed-loop system (3.11) is asymptotically stable.

Consider the particular case ΓA ̸= 0, ΓB = 0 and ΓC = 0. Then, one has the following
corollary.

Corollary 3.1 For given scalars λ1 ∈ R, λ2 ∈ R>0, if there exist symmetric positive definite
matrices X , Z ∈ Rn×n, and parametrically affine matrices Azq ∈ Rn×n, Bzq ∈ Rn×ny , Czq ∈
Rnu×n and Dzq ∈ Rnu×ny , such that (3.24) and the following LMI are satisfied for all µ ∈ Ur:

diag(⋎ + ⋎′, 0) +


0 ⋆ ⋆

λ1ZΓA 0 ⋆

X − λ1In λ2Γ′
AZ −2λ2In

 < 0 (3.27)

where ⋎ and ΓA are given by (3.22) and (3.16), respectively, then the controller (3.9) whose state-
space matrices are given by (3.20), with Y = X − Z−1, asymptotically stabilize the closed-loop
system (3.11) with ∆Az = ∆Bz = 0.
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Proof By pre- and post-multiplying (3.27) by
[
In 0 0
0 In ZΓA

]
and its transpose, respectively,

one has

He

{[
AzX +Bz Czq Az +BzDzqCz

Azq + ZΓAX ZAz + BzqCz

]}
< 0.

The above inequality is equivalent to Z′ (He {AzW})Z < 0 with the definitions (3.13). From
(3.24), one has W > 0, then the closed-loop system (3.11) is asymptotically stable.

3.3.2 System with Uncertainties

In this section, matrices Az and Bz are subjected to uncertainties as in (3.6).

Observe that the second term of (3.17) that contains the uncertain terms can be rewritten as

He

{[
I

Z

]
∆Ha

z f
a(t)Na

z

[
X I

]
+
[
I

Z

]
∆Hb

zf
b(t)N b

z

[
Czq + DzqΓCX DzqCz

]}
,

where ∆Az and ∆Bz were replaced using (3.8).

Therefore, defining Λ := Czq + DzqΓCX, using Lemma 2.1 and the manipulations done in
(3.21)–(3.26), (3.17) is rewritten as

Π +He

{[
I

Z

]
Ha

z f
a(t)Na

z

[
X I

]
+
[
I

Z

]
Hb

zf
b(t)N b

z

[
Λ DzqCz

]}
<

Π + β1

[
I

Z

]
Ha

zH
a′
z

[
I Z

]
+ β−1

1

[
X

I

]
Na′

z f
a(t)′fa(t)Na

z

[
X I

]
+

β2

[
I

Z

]
Hb

zH
b′
z

[
I Z

]
+ β−1

2

[
Λ′

C ′
zD′

zq

]
N b′

z f
b(t)′f b(t)N b

z

[
Λ DzqCz

]
<

Π + β1

[
Ha

z

ZHa
z

] [
Ha′

z Ha′
z Z

]
+ β−1

1

[
XNa′

z

Na′
z

] [
Na

zX Na
z

]
+

β2

[
Hb

z

ZHb
z

] [
Hb′

z Hb′
z Z

]
+ β−1

2

[
Λ′N b′

z

C ′
zD′

zqN
b′
z

] [
N b

z Λ N b
z DzqCz

]
< 0,

(3.28)

where Π is defined in (3.26). The following theorem proposes convex conditions to synthesize
(3.9).

Theorem 3.2 For given scalars λ1 ∈ R, λ2 ∈ R>0, λ3 ∈ R, λ4 ∈ R>0, β1 ∈ R>0 and β2 ∈ R>0, if
there exist symmetric positive definite matrices X , Z ∈ Rn×n, and parametrically affine matrices
Azq ∈ Rn×n, Bzq ∈ Rn×ny , Czq ∈ Rnu×n and Dzq ∈ Rnu×ny , such that, for all µ ∈ Ur, (3.24)
and the following LMI are satisfied: [

Υ11 ⋆

Υ21 Υ22

]
< 0 (3.29)
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where

Υ11 =

 Ψ ⋆

Ha′
z Ha′

z Z 0 −β−1
1 I



Υ21 =


Na

zX Na
z 0

Hb′
z Hb′

z Z 0
N b

z ( Czq + Θ) Υ211 1n,6n ⊗ Θ

0
0
Θ

(X − λ3I) −λ3I −1n,6n ⊗ λ3I −λ3I


Υ211 = N b

z Dzq(Cz + λ3ΓC), Θ = λ3N
b
z DzqΓC

Υ22 =


diag(−β1I,−β−1

2 I) ⋆[
Θ Θ

]
(Θ − β2I)

⋆

⋆

⋆

−λ3I −λ3I (λ4Γ′
CD′

zqN
b′
z − λ3I) −2λ4I


where Ψ is given by (3.25), then the controller (3.9) whose state-space matrices are given by (3.20),
with Y = X − Z−1, robustly stabilizes the closed-loop system (3.11).

Proof Pre- and post-multiplying (3.29) by diag(φ, I5n), with φ =
[
I2n M ′

1 M ′
2 M ′

3

]
, and its

transpose, respectively, one has


Π ⋆ ⋆ ⋆ ⋆[
Ha′

z Ha′
z Z

]
−β−1

1 I ⋆ ⋆ ⋆[
Na

zX Na
z

]
0 β1I ⋆ ⋆[

Hb′
z Hb′

z Z
]

0 0 −β−1
2 I ⋆[

N b
z Λ N b

z DzqCz

]
0 0 0 −β−1

2 I


< 0

with Π defined in (3.26) and Λ = Czq + DzqΓCX. Then, applying Schur successive times in the
above inequality and using (3.28), one has

Π +He

{[
I

Z

]
Ha

z f
a(t)Na

z

[
X I

]
+
[
I

Z

]
Hb

zf
b(t)N b

z

[
Λ DzqCz

]}
< 0.

Following the same lines of the proof of Theorem 3.1, we prove the asymptotically stability of the
closed-loop system (3.11).

Remark 3.4 Theorem 3.2 depends on the choice of six scalar parameters what can be a high
computational cost task. For the sake of computational time, some parameters can be set equal,
for instance, one may impose λi = λ, i = 1, . . . , 4 and βj = β, j = 1, 2, at a price of more
conservative results. In Section 3.4, the numerical examples found solution with λ1 = λ3 = 0,
λ2 = λ4 = 1, and β1 = β2 = 1, and these values are suggested for an initial guess. We verify
that only in particular cases, where the stability of the closed-loop systems is a difficult task, there
is a need to search all scalar parameters, which can be seem as an extra degree of freedom for
challenging cases.

28



Remark 3.5 It is worthy to note that quadratic stability can be relaxed by the use of fuzzy
Lyapunov functions (Tanaka et al., 2003). For this, consider the Lyapunov function V (xa) =
xa(t)′W−1

zq xa(t) with

Wzq =
[
Xzq Yzq

Yzq Yzq

]
, W−1

zq =
[
Zzq −Zzq

−Zzq Vzq

]

where Xzq and Zzq are symmetric positive definite matrices, Yzq = Xzq − Z−1
zq and Vzq =

Y −1
zq XzqZzq.One can verify that Wzq = W ′

zq > 0 and WzqW
−1
zq = I. Then, the condition (3.12) is

equivalent to
Z′ (He {AzW})Z + Z′ẆzqZ < 0

where, for Z defined as (3.13),

Z′ẆzqZ =
[

Ẋzq ⋆

−ŻzqZ
−1
zq Żzq

]
.

Therefore, the conditions of Theorem 3.1, Corollary 3.1 and Theorem 3.2 are relaxed by replacing
the term ⋎ in (3.22) by[

AzXzq +Bz Czq + 0.5Ẋzq Az +BzDzqCz

Ãz ZzqAz + BzqCz + 0.5Żzq

]

with Ãz = Azq − ŻzqZ
−1
zq . The controller gains are given by (3.20) with X, Z and Azq replaced

by Xzq, Zzq and Ãz, respectively.

Observe that matrices Xzq and Zzq must depend on the available premise variables zq since
they appear in the expressions that recover the gains of the controller. If the upper-bounds of the
time-derivatives of the membership functions are known, then several techniques may be used to
deal with the time-derivative of Xzq and Zzq in the design conditions, as shown in Mozelli et al.
(2009) and Tognetti et al. (2011). The main challenge for the implementation of the control law is
the necessity of computing in real-time the term Żzq. Since the premise variables zq are supposed
to be measured, żq could be evaluated. However, to circumvent numerically issues, one may impose
Zzq = Z, yielding

Z′ẆzqZ =
[
Ẋzq ⋆

0 0

]
.

Remark 3.6 In the ideal case, where all premise variables are available, one gets ⋎ + ⋎′ < 0 in
Theorem 3.1 recovering the standard condition for the DOF design as presented in de Oliveira
et al. (2000). Finally, one may observe that is straightforward to incorporate the H∞ criteria in
the design conditions.

Remark 3.7 The measurement of the premise variables with no accuracy (Agulhari et al., 2013;
Sato and Peaucelle, 2013; Lacerda et al., 2016), in the case of noise or bias in the measurement,
can also be taken into account using the presented technique. See, for instance, Agulhari et al.
(2013); Lacerda et al. (2016) for further details of how to construct matrices Âzq, B̂zq and Ĉzq,
in this case.
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Remark 3.8 The proposed technique can be also applied to T-S models subject to polytopic-type
uncertainties. In this case, the procedure to construct the matrices Âzq, B̂zq and Ĉzq, used to
recover the controller gains, can be adapted such that these matrices are independent of the polytope
that describes the uncertain space.

Remark 3.9 The design conditions can be adapted to incorporate a decay rate specification given
by γ > 0. Condition (3.12) becomes

He {AzW} + 2γW < 0 (3.30)

yielding

⋎ =
[
AzX +Bz Czq + 2γX Az +BzDzqCz + 2γI

Azq + 2γI ZAz + BzqCz + 2γZ

]
(3.31)

in (3.22). Therefore, using (3.31) in Theorems 3.1 and 3.2, and Corollary 3.1, one gets ||x(t)|| ≤
β||x(0)||e−γt for a given β > 0.

3.4 Numerical Examples

The computational routines were programmed in Matlab 7.10 (R2010a), using Yalmip (Löf-
berg, 2004), SeDuMi (Sturm, 1999) and Mosek (ApS, 2019) in a personal computer equipped
with an Intel Core i7 CPU (3.40GHz), 8GB RAM. To handle the infinite dimensional problem de-
scribed by the parameter-dependent conditions, the optimization variables are fixed as parameter-
dependent matrices and the negativity of the inequalities is verified by testing a finite set of LMIs
that are directly obtained by ROLMIP (Robust LMI Parser) toolbox (Agulhari et al., 2012).

The applicability of the proposed method is illustrated by numerical examples. The scalar
parameters that must be provided in Theorems 3.1–3.2 and Corollary 3.1 have been selected
following the suggestions presented in Remark 3.4. A line search algorithm could be used as well,
probably yielding improved results, at the expense of increasing the computational burden.

Example 3.1 In this first example, the control design problem of the full-order dynamic output
feedback controller (3.9) for the Furuta Pendulum3 (Mori et al., 1976) subject to imperfect premise
matching in matrix Az is solved using Corollary 3.1.

3For the sake of computational burden, it is adopted the approximation sin(x2) ≈ x2.
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The nonlinear system dynamics is represented by4



ẋ1 = x3

ẋ2 = x4

ẋ3 =
(
gm2

pl
2
pr
)
z1z4x2 +

(
m2

pl
3
pr
)
z1z2z4x3

−mplp
(
mpl

2
p + Jp

)
(rz3 + 2lpz2) z4x4 +

(
mpl

2
p + Jp

)
z4τ

ẋ4 = mplpg
(
mpl

2
pz5 +mpr

2 + Jarm

)
z4x2 +mpl

2
p

(
mpl

2
pz5 +mpr

2 + Jarm

)
z2z4x3

−m2
pl

2
pr (2lpz2 + rz3) z1z4x4 +mplprz1z4τ

(3.32)

where

z1 = cos(x2), z2 = x3 sin x2cosx2, z3 = x4 sin x2, z4 = 1
ϵ1 − ϵ2cos2x2

, z5 = sin2 x2,

ϵ1 = JarmJp + Jpmpr
2 + Jarml

2
pmp + ϵ2, ϵ2 =

[
l4pm

2
p + Jpl

2
pmp + l2pm

2
pr

2
]

are used as premise variables in the T-S model yielding z = (z1, z2, z3, z4, z5), µ = (µ1(z1), µ2(z2),
µ3(z3), µ4(z4), µ5(z5)) ∈ U2,2,2,2,2. The nonlinear system is represented by the T-S model (3.6)
using the sector nonlinearity approach (Tanaka and Wang, 2001) in the domain x2 ∈ [−5◦, 5◦],
x3 ∈ [−20, 20] and x4 ∈ [−20, 20], where x1 is horizontal arm angle, x2 is the pendulum angle,
x3 is the horizontal arm angular velocity and x4 is the pendulum angular velocity. The system’s
parameters adopted in the simulation are presented in Table 3.1.

Table 3.1: System’s parameters.

Symbol Definition Value
lo horizontal arm length 0.216 m
l1 distance between pendulum mass center and arm 0.156 m
mp pendulum mass 0.127kg
Ja Inertia moment horizontal arm 0.002 kg.m2

Jp Inertia momentum pendulum 0.0012 kg.m2

Ba Damping coefficient 0.0024 N.m.s.rad−1

Bp Damping coefficient 0.0024 N.m.s.rad−1

g Gravity acceleration 9.71 m.s−2

It is considered that only states x1 and x2 are measured, that is,

Cz =
[
1 0 0 0
0 1 0 0

]
,

therefore the control design can only utilize the premises variables zq = (z1, z4, z5).

For the initial conditions x(0) =
[
0 0.1π 0 0

]′
and xc(0) =

[
0 0 0 0

]′
, the time-response

4For conciseness, the dependence of x(t) on t is omitted hereafter.
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of the states of the closed-loop system with the controller designed with Corollary 3.1 with λ1 = 0
and λ2 = 1 is shown in Figure 3.1.
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Figure 3.1: Trajectory of the states of the closed-loop system for the initial conditions x(0) =
[0 0.1π 0 0]′ and xc(0) = [0 0 0 0]′ using Corollary 3.1.

Figure 3.2 shows the trajectories for the controller designed by Corollary 3.1 using Remark 3.9
with decay rate γ = 0.4. We observe a faster convergence compared to the trajectories in Figure 3.1.
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Figure 3.2: Trajectory of the states of the closed-loop system for the initial conditions x(0) =
[0 0.1π 0 0]′ and xc(0) = [0 0 0 0]′ using Corollary 3.1 with γ = 0.4 from Remark 3.9.

Example 3.2 This example is used to evaluate the cases of imperfect premise matching presented
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in Section 3.3.1. The nonlinear system is adapted from Tognetti et al. (2012) and given by

ẋ1 = x1 + x2 + sin x3 − 0.1x4 + (x2
1 + 1)u

ẋ2 = x1 − 2x2 + φ1u

ẋ3 = x1 + x2
1x2 − 0.3x3

ẋ4 = sin x3 − x4

y1 = x2 + (x2
1 + 1)x4 + φ2

y2 = x1

(3.33)

where
φ1 = sin x3

x3
, φ2 = sin x3. (3.34)

The system (3.33) is rewritten as ẋ = A(z)x+B(z)u, y = C(z)x, with

A(z) =


1 1 z2 −0, 1
1 −2 0 0
1 z1 −0, 3 0
0 0 z2 −1

 , B(z) =


z1 + 1
z2

0
0


C(z) =

[
0 1 z2 z1 + 1
1 0 0 0

]
.

(3.35)

The premise variables are given by

z1 = x2
1, z2 = sin x3

x3
.

The matrices Az, Bz and Cz of the T-S fuzzy model (3.6) are obtained from (3.35) evaluated
in the extreme values of z1 and z2 for the domain x1 ∈ [−1.4, 1.4] and x3 ∈ [−0.7, 0.7] using the
sector nonlinearity approach (Tanaka and Wang, 2001).

Supposing that only premise z1 is available for the controller by the measurement y2 = x1.
Therefore, zq = z1 and the vertices of Âzq, B̂zq and Ĉzq are obtained by considering z2 = z̄2,
where z̄2 is the mean value of z2. Theorem 3.1 could find solution with λ1 = 0 and λ2 = 1.

The states trajectories of the closed-loop system for the initial conditions x(0) =
[
1 2 −0.6 −4

]′
and xc(0) =

[
0 0 0 0

]′
are illustrated by Figure 3.3.
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Figure 3.3: Trajectory of the states of the closed-loop system using Theorem 3.1.

Now, we would like to evaluate how the choice of Âzq, B̂zq and Ĉzq influence the stabilizability
of the proposed conditions. For this, the maximum value of b in x1 ∈ [−b, b] is evaluated such
that Theorem 3.1 is feasible for several choices of z̄2. As showed in Table 3.2, the maximum
value of b is obtained with z̄2 = 0.96 as expected since this value represents the mean value of
z2 ∈ [0.92, 1] considering x3 ∈ [−0.7, 0.7]. We can also observe that the conservatism is related
with the magnitude of ΓA, ΓB and ΓC . To illustrate this, Table 3.2 shows the lower bounds of ρ
and γ in ∥Aij − Âi∥ < ρ and ∥Z(Aij − Âi)X∥ < γ, i, j = 1, 2, respectively, for Z and X obtained
from Theorem 3.1. The smallest values of ρ and γ occur for z̄2 = 0.96 where the difference of
A(µ) − Â(µ̂) is expected to be minimum.

Table 3.2: Maximum values of b in x1 ∈ [−b b] such that Theorem 3.1 is feasible and the lower
bounds of ρ and γ in ∥Aij − Âi∥ < ρ and ∥Z(Aij − Âi)X∥ < γ, i, j = 1, 2, respectively.

z̄2 0.5 0.6 0.7 0.8 0.9 0.96 1
b 0.91 1.2 1.35 1.43 1.48 1.49 1.49
ρ 0.707 0.565 0.424 0.282 0.414 0.056 0.112
γ 0.961 0.766 0.615 0.419 0.212 0.087 0.174

To illustrate the flexibility of the proposed technique, we suppose now that only z2 is measured,
that is, the second row of matrix C(z) is modified to [0 0 1 0]. It is verified that Theorem 3.1 finds
a stabilizing controller for x1 ∈ [−0.6 0.6] and x3 ∈ [−1.65 1.65] considering z̄1 = 0.18 (middle
value of z1), that is, a smaller set for x1 and a larger set for x3.

Example 3.3 This example is used to evaluate the cases of imperfect premise matching with un-
certainties presented in Section 3.3.2. The nonlinear system is adapted from Guelton et al. (2009)
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and the vertices of the T-S fuzzy model (3.6) are given by

A1 =
[
−5 −4
−1 −2

]
, A2 =

[
−2 −4
20 −2

]
, B1 =

[
0
10

]
, B2 =

[
0
3

]
,

C1 =
[
2 −10
5 −1

]
, C2 =

[
−3 20
−7 −2

]
.Ha

1 =
[
0
1

]
, Ha

1 =
[

0
−1

]
,

Na
1 =

[
1 1

]
, Na

2 =
[
−1 1

]
, Hb

1 =
[

0
−2

]
, Hb

2 =
[

0
−1

]
,

N b
1 = 1, N b

2 = −0, 75,

where only z1 ∈ [−1, 1] is the premise variable.

Theorem 3.2 provided a controller (3.9) with λ1 = λ3 = 0, λ2 = λ4 = 1, β1 = β2 = 1.
The closed-loop trajectories of the closed-loop system for the initial values x1(0) = 1, x2(0) = 1,
x1c(0) = 0, x2c(0) = 0 are shown in Figure 3.4.
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Figure 3.4: Trajectory of the states of the closed-loop system using Theorem 3.2.

To compare Theorem 3.2 with (Guelton et al., 2009, Theorem 2) the feasibility is verified in
terms of z1. Theorem 3.2 was feasible for z1 ∈ [−3.1, 3.1], adopting λ1 = λ3 = 0, λ2 = 1, λ4 = 1,
β1 = β2 = 1, while (Guelton et al., 2009, Theorem 2) was feasible for a smaller interval, z1 ∈
[−3.0, 3.0], considering sufficiently large variation rate (ϕ = −200), as a matter of comparison.
To compare the computational burden, it is verified that Theorem 3.2 uses 30 variables and 92
rows in the LMI conditions while (Guelton et al., 2009, Theorem 2) uses 58 variables and 40 LMI
rows.
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3.5 Conclusion

This chapter contributes with new LMI conditions for the design of DOF controllers with the
selection of the membership functions implemented in the control law. Partial or total immea-
surable premise variables can be taken into account. The proposed conditions solve a common
problem in the DOF design, the dependence of the controller gains on the membership functions
of the plant. Allowing also, as an indirect result, robust controllers for systems with parameter
uncertainty. The use of fuzzy Lyapunov functions can be easily encompassed and systems with
norm-bounded uncertainties are also considered. The effectiveness and validity of the proposed
approach are illustrated through numerical examples and time simulations. For future works, the
choice of optimal membership functions for the controller in the case of no measurements of the
premise variables and efficient methods to deal with the local stability may be addressed.
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4 Discrete-time DOF with imperfect premise
matching

This chapter aims to investigate the problem of designing locally stabilizing dynamic output
feedback controllers and estimate the domain of attraction for discrete-time T-S fuzzy systems.
A realistic scenario is assumed where the control signal is subject to saturation, and the premise
variables are partially or completely unmeasured, that is, not available for the control law. As a
result, the fuzzy output controller can have a different number of fuzzy rules and a different set of
membership functions from the T-S model. To obtain locally stabilizable conditions, we propose
modeling the variation rate of the membership functions without using upper bounds, a new
contribution in the context of output control of discrete-time T-S systems. The design conditions
are expressed as linear matrix inequality relaxations based on fuzzy Lyapunov functions using slack
variables introduced by Finsler’s lemma. The effectiveness and applicability of the methodology
are shown through numerical examples.

4.1 Introduction

T-S models usually describe nonlinear dynamics in a compact region in the state space con-
taining the origin. Then, the stability is only assured for trajectories remaining in this region.
The simplest way to guarantee the convergence of all trajectories to the origin is to compute as
an estimate for the domain of attraction the largest Lyapunov level surface inside the region of
validity of the T-S model. However, this estimate may be conservative if quadratic Lyapunov
functions are considered. For continuous-time systems, some works proposed conditions using the
bounds (Pan et al., 2012) or manipulating (Gomes et al., 2020) the time derivatives of the mem-
bership functions. For discrete-time systems, the nonquadratic stabilization is facilitated (Guerra
and Vermeiren, 2004), but few works consider models for the advanced instant of the Lyapunov
matrix. Thus, the local nature of the evolution of the membership functions is disregarded.

An attempt to develop local conditions for the design of state-feedback laws for discrete-time
T-S systems is presented in Lee and Joo (2014). However, an upper bound for the variation of the
membership functions must be specified, impacting the estimation of the stability domain. Recent
techniques such as Tognetti et al. (2015) and Lendek and Lauber (2022), based on Lyapunov
functions depending on past samples, are still unable to take full advantage of the variation of
the membership functions inside the domain of validity of the T-S model. Moreover, there is no
method to choose the matrix structure that defines the set that contains the estimation of the
domain of attraction (Lendek and Lauber, 2022). If saturation is also considered, the domain of
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attraction is affected (Gomes da Silva Jr. and Tarbouriech, 2006). For instance, the design of
full-order DOF controllers assuming all premise variables are available for feedback is investigated
in Klug et al. (2015) but considering arbitrary variations of the membership functions.

Motivated by the lack of results for designing DOF controllers for discrete-time systems with
partially or completely unmeasurable premise variables, this chapter contributes to this problem
by proposing local design conditions. Very few papers have addressed this problem outside the
observer-based approach. The solution uses the mean value theorem in several variables (Buck,
1994), as presented in Lee and Joo (2014), but without using bounds on the variation of the
membership functions. We also consider saturation in the control signal, making modeling the
variation of the membership functions more challenging and intricate. Fuzzy Lyapunov functions
are applied to estimate the domain of attraction, and an LMI-based procedure is proposed to
design DOF controllers that do not share the same set of premise variables of the T-S system.
Thanks to the multi-simplex modeling (Cartesian product of simplexes) (Oliveira et al., 2008),
the dynamical matrices of the plant are rewritten in terms of the desirable membership functions.
We extend the approach presented in Chapter 3 to the discrete-time case, the main differences are
the development of local conditions due to the membership variation modeling and the presence
of saturation in the control signal. The use of the membership variation model in the output-
feedback design is a major innovation for discrete-time T-S fuzzy systems. Numerical examples
demonstrate the effectiveness of the proposed approach.

4.2 Preliminaries

4.2.1 System description

Let us consider a discrete-time nonlinear system

x(t+ 1) = f(x(t))x(t) + g(x(t))sat(u(t))
y(t) = h(x(t))x(t)

(4.1)

where x(t) ∈ Rn is the state vector, y(t) ∈ Rny is the measured output, and u(t) ∈ Rnu is the
control input. The nonlinear functions f(·) : Rn → Rn×n, g(·) : Rn → Rn×nu , h(·) : Rn → Rny×n

are assumed to be bounded and smooth in a compact set X0 of the state-space containing the origin.
The standard decentralized saturation function sat(u(l)) = sign(u(l))min(|u(l)|, ρ(l)), l = 1, . . . , nu,
describes the amplitude-bounded control input. We assume the origin is an equilibrium point of
(4.1) for u = 0.

Using the sector nonlinearity approach (Tanaka and Wang, 2001), the nonlinear system (4.1)
can be represented precisely in X0 through the T–S fuzzy system by a set of rules adapted from
(2.4) to consider the presence of the saturation in the control input, given by
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Rule ℓ: If z1 (k) is Mαℓ1
1 and . . . and zp (k) is M

αℓp
p , then

x(t+ 1) = Aαℓ1...αℓp
x(t) +Bαℓ1...αℓp

sat(u(t))

y(t) = Cαℓ1...αℓp
x(t), ℓ = 1, . . . , N.

(4.2)

The variation of the membership function is defined as1

∆µj(zj) := µj(zj + 1) − µj(zj), j = 1, . . . , p

and

∆µ(z) :=


∆µ1(z1)

...
∆µN (zN )

 = µ(z + 1) − µ(z). (4.3)

To handle the multi-dimensional fuzzy summations of matrices, the same notation presented
in subsection 3.2.2 is adopted.

4.2.2 Problem statement

The global T-S fuzzy system obtained from (4.2) can be rewritten asx(t+ 1) = Azx(t) +Bzsat(u(t))

y(t) = Czx(t)
(4.4)

with (A,B,C)z given by (2.11).

The domain of validity of the T-S fuzzy model (4.4) is given by the following polyhedral set

X0 =
{
x ∈ Rn : b′

ix ≤ 1, i = 1, . . . , 2q
}

⊂ Rn (4.5)

where bi ∈ Rn×1 are given vectors and q is the number of states that the premise variables depend
on. Note that the linear constraints defining X0 guarantee 0 ∈ X0. The set X0 can also be written
as:

X0 = co{h1, h2, . . . , hnh}, (4.6)

where the vectors hi, i = 1, . . . , nh, can be systematically obtained through the linear constraints
in (4.5).

Consider that a subset zq ∈ Rs, s ≤ p, of the premise variables z ∈ Rp are measurable and
available for the control law. The aim is to design a full-order dynamic output feedback controller
given by xc(t+ 1) = Aczqxc(t) +Bczqy(t)

u(t) = Cczqxc(t) +Dczqy(t),
(4.7)

1The time dependency in µj(zj) is omitted for brevity, and then we adopt the notation µj(zj + 1) to denote
µj(zj) in the instant k + 1.
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with
(Ac, Bc, Cc, Dc)zq =

∑
i∈Is

µi(zq)(Aci, Bci, Cci, Dci)

and xc(t) ∈ Rn are the controller states. As matter of fact, it is required the measurement of the
premise variables zq for the implementation of the control law.

Let us define the decentralized deadzone nonlinearity ψ(u) = u − sat(u). The closed-loop
system can be represented as

xa(t+ 1) = Azxa(t) −Bzψ(u) (4.8)

where xa(t) =
[
x(t)′ xc(t)′

]′
denotes the augmented state and

Az =
[
Az +BzDczqCz BzCczq

BczqCz Aczq

]
, Bz =

[
Bz

0

]
.

The amplitude-limited control signal can be rewritten as u(t) = Kzxa(t), with

Kz =
[
DczqCz Cczq

]
. (4.9)

The domain of validity of closed-loop system described by (4.8) is the subset

X =
{
xa ∈ R2n : b̄′

ixa ≤ 1, i = 1, . . . , 2q
}

⊂ R2n, (4.10)

with b̄′
i =

[
b′

i 0
]

∈ R2n.

The following problem is addressed.

Problem 4.1 Consider the T-S fuzzy system (4.4) with a subset zq of the premise variables z
that are measurable and available for the control law. Determine a dynamic output controller as
(4.7) and a region Ω0 ⊆ X0, as large as possible, such that the trajectories of closed-loop system
(4.8) starting from any initial condition (x(0), xc(0)) ∈ Ω0 × {0} converge exponentially towards
the origin.

Remark 4.1 Problem 4.1 assumes that the premise variables are partially measurable. The pro-
posed technique can also be applied when all premise variables are available, recovering the standard
case, or when none of them can be used, yielding a robust controller.

Remark 4.2 As a matter of simplicity, we will consider the dynamic controller (4.7) with zero
initial conditions. Then, our interest is to maximize the estimation of the region of initial con-
ditions x(0), denoted by Ω0 ⊆ Rn, such that the trajectories xa(t) converge to the origin. As we
demonstrate later, we do not impose the estimate of the domain of attraction Ω0 to be invariant.

The following lemmas will be useful for the main results.
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Lemma 4.1 (Gomes da Silva Jr. and Tarbouriech (2006)) Consider a matrix Υz ∈ Rnu×2n

and the region defined by

Π =
{
xa ∈ R2n : |(Kz(ℓ) − Υz(ℓ))xa| ≤ ρ(ℓ), ℓ = 1, . . . , nu

}
, (4.11)

where ρ(ℓ) determines the limit of the control effort, that is −ρ(ℓ) ≤ u(ℓ) ≤ ρ(ℓ). If x ⊆ Π, then the
following relation holds:

ψ(u)′Σ−1(ψ(u) − Υzxa) ≤ 0 (4.12)

for any matrix Σ ∈ Rnu×nu diagonal and positive definite.

Lemma 4.2 (Mean value theorem (Buck, 1994)) Let U ∈ Rp be a convex set, and suppose
f : U → R is continuously differentiable. Then, for any x, y ∈ U , there is a real number c ∈ [0, 1]
such that

f(y) − f(x) = ∂f((1 − c)x+ cy)
∂x

(y − x). (4.13)

Lemma 4.3 If there exists a symmetric positive definite matrix Wz ∈ R2n×2n, matrices G ∈
R2n×2n and Mz ∈ R2n×nu, and a diagonal positive definite matrix Σ ∈ Rnu×nu satisfying for all
µ ∈ Ur 

Wz+ AzG BzΣ
⋆ G+G′ −Wz −Mz

⋆ ⋆ 2Σ

 > 0, (4.14)

[
G+G′ −Wz G′b̄i

⋆ I

]
≥ 0, i = 1, . . . 2q, (4.15)

G+G′ −Wz G′K ′
z(ℓ) −Mz(ℓ)

⋆ ρ2
(ℓ)

 ≥ 0, ℓ = 1, . . . nu, (4.16)

then the origin of closed-loop system (4.8) is locally exponentially stable and the trajectories for
any initial conditions xa(0) belonging to the ellipsoid

Ω =
{
xa ∈ R2n : x′

aW
−1
z xa ≤ 1

}
. (4.17)

exponentially converge toward the origin.

Proof The difference of the Lyapunov function V (xa) = xa(t)′W−1
z xa(t) along the solution of

(4.4) is negative definite if ∆V (xa) − 2ψ(u)′Σ−1(ψ(u) − Υzxa) < 0 due to (4.12) or, equivalently,

[
xa

ψ(u)

]′([
W−1

z −Υ′
zΣ−1

⋆ 2Σ−1

]
−
[
A′

z

B′
z

]
W−1

z+

[
Az Bz

])[ xa

ψ(u)

]
> 0.

Applying the Schur complement in the above condition and pre- and post-multiplying the
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result by


0 0 I

G′ 0 0
0 Σ 0

, one has


Wz+ AzG BzΣ
⋆ G′W−1

z G −G′Υ′
z

⋆ ⋆ 2Σ

 > 0.

Observe that
G′W−1

z G > G+G′ −Wz, (4.18)

since
(G−Wz)′W−1

z (G−Wz) ≥ 0.

Considering (4.18) and defining Mz = G′Υ′
z, one has that if (4.14) holds then there exists a

positive scalar ϵ such that ∆V (xa) ≤ ϵV (xa) and (4.8) is exponentially stable.

If (4.15) and (4.16) hold, then the same inequalities are verified replacing G + G′ − Wz by
G′W−1

z G. Post- and pre-multiplying the resulting conditions by diag(G−1, I), one obtains, respec-
tively, [

W−1
z b̄i

⋆ I

]
≥ 0,

W−1
z K ′

z(ℓ) − Υ′
z

⋆ ρ2
(ℓ)

 ≥ 0.

The first inequality assures Ω ⊂ X (Boyd et al., 1994) and the second Ω ⊂ Π (Gomes da Silva Jr.
and Tarbouriech, 2006).

The results presented in the next section provide sufficient conditions for the design of full
order dynamic output feedback controllers depending only on the available premise variables zq.

4.3 Main Results

4.3.1 Stabilizability of the T-S system without saturation

Before presenting stability conditions for the closed-loop (4.8), we first consider the design of
the DOF controller (4.7) for system (4.4) without the saturation in the control signal, that is,
x(t + 1) = Azx(t) + Bzu(t), y(t) = Czx(t). We focus on the design of controllers that do not
depend on all premise variables.

Using (2.33) with U = Y , Y ′ = Z and V ′ = −Z, we can define the following matrices inspired
by the parametrization adopted in de Oliveira et al. (2002):

G =
[
X ■

Y ■

]
, G−1 =

[
Z ■

−Z ■

]
, Z =

[
In Z

0 −Z

]
(4.19)

where X,Z ∈ Rn×n and the elements represented by ■ are such that GG−1 = I, which yields
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GZ =
[
X I

Y 0

]
. Then, applying a congruence transformation in the inequality formed by the first

two block rows and columns in (4.14), one has

[
Z 0
0 Z

]′ [
Wz+ AzG

G′A′
z G+G′ −Wz

] [
Z 0
0 Z

]
=

Pz+ Jz+

⋆ Hz+

AzX +Bz C̄z Az +BzDczqCz

Āz Z ′Az + B̄zCz

⋆ ⋆

⋆ ⋆

X +X ′ − Pz In + S′ − Jz

⋆ Z + Z ′ −Hz

 > 0 (4.20)

where matrices Pz, Jz, Hz and S are defined by[
Pz Jz

⋆ Hz

]
:= Z′WzZ, S := Z ′(X − Y ) (4.21)

and
Āz = Z ′AzX − Z ′AczqY − Z ′BczqCzX + Z ′BzCczqY + Z ′BzDczqCzX

B̄z = Z ′BzDczq − Z ′Bczq ,

C̄z = CczqY +DczqCzX.

(4.22)

Observe that expressions to recover Aczq , Bczq and Cczq from (4.22) will depend on Az, Bz and
Cz and, therefore, the controller gains cannot be implemented since z is not available for feedback.
As in Chapter 3, (3.16) is used to allow the design of a controller depending only on the available
premise variables zq.

Then, one can replace Az, Bz and Cz in (4.22) by Âzq +ΓA, B̂zq +ΓB and Ĉzq +ΓC , respectively,
and rewrite (4.20) as

Ψ0 + ΨΓ > 0 (4.23)

where

Ψ0 :=


Pz+ Jz+ AzX +Bz Czq Az +BzDczqCz

⋆ Hz+ Azq Z ′Az + BzqCz

⋆ ⋆ X +X ′ − Pz In + S′ − Jz

⋆ ⋆ ⋆ Z + Z ′ −Hz

 , ΨΓ :=
[

0 ΦΓ + ∆
⋆ 0

]
, (4.24)

with

Azq = Z ′ÂzqX − Z ′AczqY − Z ′BczqĈzqX + Z ′B̂zqCczqY + Z ′B̂zqDczqĈzqX,

Bzq = Z ′B̂zqDczq − Z ′Bczq ,

Czq = CczqY +DczqĈzqX,

(4.25)

43



and

ΦΓ :=
[

0 BzDczq

Z ′ Bzq

]
Γ
[
X 0
Czq DczqCz

]
, Γ :=

[
ΓA ΓB

ΓC 0

]
, ∆ =

[
0 0

ZΓBDczqΓCX 0

]
.

Assumption 4.1 We assume that either ΓB or ΓC are zero or, in the case ΓB ̸= 0 and ΓC ̸= 0,
we impose Dczq = 0. As consequence, one has ∆ = 0.

Observe that the change of variables (4.25) allows to recover the controller gains depending
only on zq:

Aczq = (Z ′)−1
{
Z ′ÂzqX + Z ′B̂zq Czq − Azq + BzqĈzqX

}
Y −1,

Bczq = −(Z ′)−1Bzq + B̂zqDczq ,

Cczq = ( Czq −DczqĈzqX)Y −1.

(4.26)

Moreover, note that the inequality (4.23) is nonlinear due to the product of variables in term
ΦΓ. The following theorem proposes sufficient LMI conditions for (4.23).

Theorem 4.1 For a given scalar λ ∈ R>0, if there exist matrices X, Z, S, Jz ∈ Rn×n, Azq ∈
Rn×n, Bzq ∈ Rn×ny , Czq ∈ Rnu×n and Dczq ∈ Rnu×ny , symmetric positive definite matrices Pz

and Hz ∈ Rn×n, such that, for all µ ∈ Ur, the following LMI is satisfied:[
Ψ0 Ψ1Γ − λΨ2

⋆ 2λI

]
> 0 (4.27)

where

Ψ1 =


0 BzDczq

Z ′ Bzq

0 0
0 0

 , Ψ2 =


0 0
0 0
X ′ C′

zq

0 C ′
zD

′
czq

 (4.28)

and Ψ0 given by (4.24). Then, the controller (4.7), whose state-space matrices are given by (4.26)
with Y = X − (Z ′)−1S, makes closed-loop system xa(t + 1) = Azxa(t) − Bzu(t) asymptotically
stable.

Proof

First, note that inequality (4.27) can be written as condition (4) of Lemma 2.3 with X = λ[0 I]′,

D =
[
Ψ0 Ψ1Γ
⋆ 0

]
, B =

[
−Ψ′

2 I
]
.

Then, if (4.27) holds, condition (2) of Lemma 2.3 is verified with B′
⊥ =

[
I Ψ′

2

]
and it can be

written as (4.23). If Z is non-singular, then (4.23) and the left-hand side of (4.20) are equivalent.
By Lemma 4.3, considering only the inequality formed by the first two block rows and columns of
(4.14), the closed-loop system xa(t+ 1) = Azxa(t) −Bzu(t) is asymptotically stable.
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To assure Z full rank and (4.26) well defined, one requires Z and Y non-singular. If (4.27)
holds, [

X +X ′ In + S′

⋆ Z + Z ′

]
>

[
Pz Jz

⋆ Hz

]
> 0 (4.29)

which implies that X and Z are non-singular and, from (4.21), Wz > 0. If we multiply (4.29) by
T ′ = [I − (Z ′)−1] on the left and by T on the right one obtains He{(Z ′X − S)′Z−1} > 0. From
the definition of S in (4.21), one has Z ′X −S = Z ′Y thus Y +Y ′ > 0, implying Y non-singular.

Consider the particular case ΓA ̸= 0, ΓB = 0 and ΓC = 0. Then, one has the following
corollary.

Corollary 4.1 For a given scalar λ ∈ R>0, if there exist matrices X, Z, S, Jz ∈ Rn×n, Azq ∈
Rn×n, Bzq ∈ Rn×ny , Czq ∈ Rnu×n and Dczq ∈ Rnu×ny , symmetric positive definite matrices Pz

and Hz ∈ Rn×n, such that, for all µ ∈ Ur (4.27) holds with

Ψ1 =
[
0 Γ′

AZ 0 0
]′
, Ψ2 =

[
0 0 X 0

]′
,

then, the controller (4.7), whose state-space matrices are given by (4.26) with Y = X − (Z ′)−1S,
asymptotically stabilizes the closed-loop system xa(t+ 1) = Azxa(t) −Bzu(t)

4.3.2 Saturation and Local stabilization

In this section, we present a solution for Problem 4.1. We consider the following assumption.

Assumption 4.2 The output matrix Cz of the T-S fuzzy model (4.4) depends on measurable
premise variables, that is, Ĉzq = Cz (ΓC = 0).

First, we take into account in the design conditions some property of the variation of the
membership function ∆µi(z). From the definition of µi(z), one has ∑i∈Ip

µi(z) = 1. Then, one
has the following hyperplane where ∆µi(z) is contained:

∑
i∈Ip

∆µi(z) = 1′∆µ(z) = 0.

Any summation Qz in the instant k + 1, denoted by Qz+, can be described by

Qz+ =
∑
i∈Ip

(µi(z) + ∆µi(z))Qi = Qz +Q∆z,

where

Q∆z =
∑
i∈Ip

∆µi(z)Qi.
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The term Q∆z can be rewritten as

Q∆z = Q̃(∆µ(z) ⊗ In), Q̃ =
[
Q1 · · · QN

]
. (4.30)

If Qz is a symmetric matrix, we can also write Q∆z = 0.5He
{
Q̃(∆µ(z) ⊗ In)

}
.

Applying decomposition (4.30) in the first two block rows and columns of Ψ0, defined in (4.24),
one has [

Pz+ Jz+

⋆ Hz+

]
=
[
Pz Jz

⋆ Hz

]
+
[
P∆z J∆z

⋆ H∆z

]
, (4.31)

where [
P∆z J∆z

⋆ H∆z

]
= He

{[
0.5P̃ J̃

⋆ 0.5H̃

] [
∆µ(z) ⊗ In 0

0 ∆µ(z) ⊗ In

]}

with P̃ , J̃ , and H̃ described as in (4.30).

Note that, since the premise variables depend on the states, by Lemma 4.2, there exist real
numbers ci ∈ [0, 1], i ∈ Ip, such that, for each instant of time k, the variation of the membership
function can be describe as:

∆µi(z) = µi(z + 1) − µi(z) = ∂µi((1 − ci)z(t+ 1) + ciz(t))
∂x(t) (x(t+ 1) − x(t)), (4.32)

∀(x(t), x(t+ 1), i) ∈ X0 × X0 × Ip.

The condition x(t+ 1) ∈ X0 can be reformulated as x(t) ∈ R ⊂ Rn, where

R =
{
x ∈ Rn : (Az +BzDczqCz)x+BzCczqxc −Bzψ(u) ∈ X0, ∀xc ∈ Rn, ∀u ∈ Rnu

}
. (4.33)

The set of all initial solutions xa(0) such that the trajectories xa(t) remain in the set (X0 ∩
R) ×Rn can be estimated as the level set of the Lyapunov function Ω given in (4.17).

The term ∂µi(z(t))/∂x(t) can be described in a polytope:

∇xµ(z) = Jθ :=
ϑ∑

i=1
θi(x)Ji (4.34)

where θ(x) ∈ Uϑ, and Ji are vertices obtained using the sector nonlinearity approach (Tanaka
and Wang, 2001) over [

∇xµ(z)
]

ij
= ∂µi
∂xj(t)

for µi(z) defined in set X0.

Then, using (4.4) and (4.32) in (4.34), ∆µ(z) can be rewritten as

∆µ(z) = ∇xµ(z)(Azx(t) +Bzsat(u(t)) − x(t)) = Jθ((Az − I)x(t) +Bzsat(u(t))). (4.35)

Let v = sat(u), then, from the definition of the saturation function, one has v ∈ V where

46



V = {v ∈ Rnu : |v(ℓ)| ≤ ρ(ℓ), ℓ = 1, . . . , nu}. Applying (4.35) in the representation of P∆z, J∆z,
and H∆z, for all x ∈ X0 and v ∈ U, in (4.31), one has[

Pz+ Jz+

⋆ Hz+

]
=
[
Pz Jz

⋆ Hz

]
+ He

{[
0.5P̃ J̃

0 0.5H̃

]
(I2 ⊗ ((Jθ((Az − I)xγ +Bzvδ)) ⊗ In))

}
(4.36)

where

xγ =
nh∑
i=1

γih
i, γ ∈ Unh

, vδ =
2nu∑
i=1

δiν
i, δ ∈ U2nu (4.37)

with vertices hi given in (4.6) and

νi = Diρ, i = 1, . . . , 2nu , ρ =
[
ρ(1) · · · ρ(nu)

]′
where Di, i = 1, . . . , 2nu , are diagonal matrices in Rnu×nu constituted from all the combinations
formed with 1 and −1.

Theorem 4.2 For a given scalar λ ∈ R>0, if there exist symmetric positive definite matrices
Pz and Hz ∈ Rn×n, a diagonal positive definite matrix Σ ∈ Rnu×nu, and matrices X, Z, S,
Jz ∈ Rn×n, M1z ∈ Rn×nu, M2z ∈ Rn×nu, Azq ∈ Rn×n, Bzq ∈ Rn×ny , Czq ∈ Rnu×n, and
Dczq ∈ Rnu×ny , such that, for all µ ∈ Ur the following LMIs are satisfied:

[
Ψ̂kκj Ψ̂1Γ − λΨ̂2

⋆ 2λI

]
> 0, k = 1, . . . , nh, κ = 1, . . . , 2nu , j = 1, . . . , ϑ, (4.38)


X +X ′ − Pz In + S′ − Jz X ′bi

⋆ Z + Z ′ −Hz bi

⋆ ⋆ 1

 ≥ 0, i = 1, . . . , 2q, (4.39)


X +X ′ − Pz In + S′ − Jz −0.5M1z(ℓ) (AzX +Bz Czq)′bi

⋆ Z + Z ′ −Hz −0.5M2z(ℓ) (Az +BzDczqCz)′bi

⋆ ⋆ Σ −ΣB′
zbi

⋆ ⋆ ⋆ 1

 ≥ 0, i = 1, . . . , 2q, (4.40)


X +X ′ − Pz In + S′ − Jz C′

zq(ℓ) −M1z(ℓ)

⋆ Z + Z ′ −Hz C ′
zD

′
czq(ℓ) −M2z(ℓ)

⋆ ⋆ ρ2
(ℓ)

 ≥ 0, ℓ = 1, . . . , nu, (4.41)
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where

Ψ̂kκj = Ψ0 + He
{

Ψ̂3Ψkκj

}
, Ψkκj =

[
I2 ⊗

(
(Jj((Az − I)hk +Bzν

κ)) ⊗ In

)
0
]
,

Ψ0 =



Pz Jz AzX +Bz Czq Az +BzDczqCz BzΣ
⋆ Hz Azq Z ′Az + BzqCz 0
⋆ ⋆ X +X ′ − Pz In + S′ − Jz M1z

⋆ ⋆ ⋆ Z + Z ′ −Hz M2z

⋆ ⋆ ⋆ ⋆ 2Σ


,

Ψ̂j =
[

Ψj

0

]
, j = 1, 2, 3, Ψ3 = 1

2

[
P̃ 0 0 0 0

2J̃ ′ H̃ 0 0 0

]′

,

Ψ1 and Ψ2 defined in (4.28). Then the controller (4.7), whose state-space matrices are given by
(4.26) with Y = X−(Z ′)−1S, makes the origin of the closed-loop system (4.8) locally asymptotically
stable and the trajectories for any initial conditions xa(0) ∈ Ω exponentially converge toward the
origin. Moreover, when imposing a zero initial condition to the DOF controller (4.7), the set
Ω0 = {x ∈ Rn : (x, 0) ∈ Ω} ⊂ Rn, that can be rewritten as

Ω0 = {x ∈ Rn : x′
[
In 0n

]
W−1

z

[
In 0n

]′
x ≤ 1}, (4.42)

is an estimate of the basin of attraction of the origin related to the system (4.4), that is, ∀xa(0) ∈
Ω0 × {0}, limk→∞ xa(t) = 0.

Proof

First, observe that according to (4.36), one has

M :=
nh∑

k=1

2nu∑
κ=1

ϑ∑
j=1

γkδκθjΨ̂kκj = Ψ0+

He




0.5P̃ J̃

0 0.5H̃
0

 [ (I2 ⊗ ((Jθ((Az − I)xγ +Bzvδ)) ⊗ In)) 0
] =

 Ψ0
BzΣ
−Mz

⋆ 2Σ

 ,
with Ψ0 given by (4.24). Therefore, inequality (4.38) is equivalent to condition (4) of Lemma 2.3
with

D =

 M
Ψ1Γ

0
⋆ 0

 , B =
[

−Ψ2 0 I
]
, X = λ


0
0
I

 .
Thus, we can write condition (2) of Lemma 2.3 with

B⊥ =


I 0
0 I

Ψ2 0


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yielding  Ψ0 + ΨΓ
BzΣ
−Mz

⋆ 2Σ

 > 0, ΨΓ = He
{
Ψ1ΓΨ′

2
}
.

By observing the equivalence between (4.23) and (4.20), one obtains (4.14).

Applying congruence transformation as in (4.20), condition (4.39) is equivalent to[
Z′(G+G′ −Wz)Z Z′G′b̄i

⋆ 1

]
≥ 0, (4.43)

with Z and G defined in (4.19). Then, pre- and post-multiplying (4.43) by diag((Z′)−1, I) and
its transpose, respectively, and considering the relation (4.18), we get that (4.43) implies

[
G 0
0 I

]′ [
W−1

z b̄i

⋆ I

] [
G 0
0 I

]
≥ 0.

or, equivalently, b̄ib̄
′
i ≤ W−1

z . Thus, (4.39) implies Ω ⊂ X and, consequently, Ω0 ⊂ X0.

Similarly, using (4.18), (4.40) implies
Z′(G′W−1

z G)Z −0.5Z′G′Υ′
z Z′G′(Âz +BzKz)′bi

⋆ Σ −ΣB′
zbi

⋆ ⋆ I

 ≥ 0, (4.44)

with Kz given by (4.9) and the following definitions adopted

Âz =
[
Az 0

]
,

[
M1z

M2z

]
= Z′G′Υ′

z. (4.45)

To obtain (4.44), observe that we used the definition of the product GZ from (4.19), Czq in (4.25)
and Assumption 4.2 (Ĉzq = Cz) yielding the relations

ÂzGZ =
[
AzX Az

]
, KzGZ =

[
Czq DczqCz

]
. (4.46)

By pre- and post-multiplying (4.44) by diag((Z′G′)−1,Σ−1) and its transpose, respectively,
one has 

W−1
z −0.5Υ′

zΣ−1 (Âz +BzKz)′bi

⋆ Σ−1 −B′
zbi

⋆ ⋆ I

 ≥ 0. (4.47)
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Now, using Schur’s complement and relation (4.12), (4.47) can be written as

[
xa

ψ(u)

]′ [
Âz +BzKz −Bz

]′
bib

′
i

[
Âz +BzKz −Bz

] [ xa

ψ(u)

]

≤
[
xa

ψ(u)

]′ [
W−1

z −0.5Υ′
zΣ−1

⋆ Σ−1

] [
xa

ψ(u)

]
= x′

aW
−1
z xa + ψ(u)′Σ−1(ψ(u) − Υzxa) < 1,

that is, b′
i

[
Âz +BzKz −Bz

] [
x′

a ψ(u)′
]′

≤ 1, i = 1, . . . , 2q, which guarantees Ω ⊂ R ×Rn. We
can also verify this relation by observing that the set R in (4.33) can be rewritten as

R =
{
x(t) : b′

ix(k + 1) ≤ 1, i = 1, . . . , 2q
}
,

with
x(k + 1) = Azx(t) +Bzsat(u(t)) = (Âz +BzKz)xa(t) −Bzψ(u).

Therefore, b′
ix(k + 1) ≤ 1 is equivalent to

b′
i

[
Âz +BzKz −Bz

] [ xa

ψ(u)

]
≤ 1, i = 1, . . . , 2q.

From (4.18), (4.45) and (4.46), if the LMI (4.41) holds, thenZ′(G′W−1
z G)Z Z′G′(K ′

z(ℓ) − Υ′
z)

⋆ ρ2
(ℓ)

 ≥ 0.

If we pre- and post-multiply the above inequality by diag((Z′G′)−1, I) and its transpose, respec-
tively, one has W−1

z K ′
z(ℓ) − Υ′

z

⋆ ρ2
(ℓ)

 ≥ 0,

which guarantees Ω ⊂ Π (Gomes da Silva Jr. and Tarbouriech, 2006).

Remark 4.3 The maximization of the region of attraction Ω is obtained by solving the following
optimization problem:

min Trace(Ξ) (4.48)

subjected to relations of Theorem 4.2 and


Ξ Z

⋆
Pz Jz

⋆ Hz

 ≥ 0, Ξ = Ξ′ ∈ R2n×2n. (4.49)
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Observe that (4.49) is equivalent to

[
I 0
0 Z

]′ [
Ξ I

⋆ Wz

] [
I 0
0 Z

]
≥ 0

that is, Ξ ≥ W−1
z , thus Ξ is an upper bound for W−1

z .

Remark 4.4 The Lyapunov matrix Wz can be recovered from Theorem 4.2 by the relation pre-
sented in (4.21), that is, Wz = ∑

i∈Ip
µi(z)Wi, with

Wi = Z−T

[
Pi Ji

⋆ Hi

]
Z−1 =

[
Pi Pi − JiZ

⋆ Pi + Z−THiZ
−1 − He

{
JiZ

−1}
]
.

Remark 4.5 It should be emphasized in particular that Ω0 is not positively invariant. It is never-
theless interesting to notice that Ω0 and Ω are both obtained thanks to the same Lyapunov function
V .

Remark 4.6 The set Ω0 contains the intersection of ellipsoidal sets2,

Ω0 ⊇
⋂

i∈Ip

Ω0i, Ω0i = {x ∈ Rn : x′
[
In 0n

]
W−1

i

[
In 0n

]′
x ≤ 1},

however, since µi(z) depend on the states, this approach may yield a conservative region. As
alternative, a fine grid on x ∈ X ∩ R can be performed to verify all points that satisfy x ∈ Ω0.

Remark 4.7 Condition (4.39) can be incorporated in Theorem 4.1 to impose Ω ⊂ X .

Remark 4.8 Dynamic robust controllers (constant gains) can be obtained quite straightforwardly
by constructing Âzq, B̂zq and Ĉzq as constant matrices. This can be done, for instance, using the
average of the vertices given by [Âzq B̂zq Ĉzq ] = 1/N∑

i∈Ip
[Ai Bi Ci].

Remark 4.9 The set Ω is γ−contractive for γ ∈ (0, 1] with respect to the trajectories of system
(4.8) if (Blanchini and Miani, 2007)

∆V (xa(t)) = V (xa(t)) − γV (xa(t)) < 0 ∀xa(t) ∈ Ω. (4.50)

Therefore, Theorems 4.1 and 4.2, and Corollary 4.1 can be adapted to guarantee the set Ω to
be γ−contractive by replacing Ψ0 and Ψ0, respectively by

Ψ0 :=


Pz+ Jz+ AzX +Bz Czq Az +BzDczqCz

⋆ Hz+ Azq Z ′Az + BzqCz

⋆ ⋆ X +X ′ − γ−1Pz In + S′ − γ−1Jz

⋆ ⋆ ⋆ Z + Z ′ − γ−1Hz

 (4.51)

2The equality holds when z is a time-varying parameter independent of the states (Tingshu Hu and Zongli Lin,
2003; Jungers and Castelan, 2011).
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and

Ψ0 =



Pz Jz AzX +Bz Czq Az +BzDczqCz BzΣ
⋆ Hz Azq Z ′Az + BzqCz 0
⋆ ⋆ X +X ′ − γ−1Pz In + S′ − γ−1Jz M1z

⋆ ⋆ ⋆ Z + Z ′ − γ−1Hz M2z

⋆ ⋆ ⋆ ⋆ 2Σ


.

4.4 Examples

In this section, the applicability of the proposed technique is illustrated by means of numerical
examples concerning the design of DOF controllers when some of the premise variables are not
available for the control law. The conditions proposed are presented in terms of parameter-
dependent LMIs. Finite dimension conditions can be obtained in terms of the vertices of the fuzzy
summations or by using the ROLMIP (Robust LMI Parser) (Agulhari et al., 2019).

Example 4.1 In this example, Theorem 4.1 is compared with Algorithm 1 of Dong and Yang (2017)
considering one premise variable unavailable for measurement. The discrete-time nonlinear system
is expressed as[

x1(t+ 1)
x2(t+ 1)

]
=
(
h

[
0 1

−0.01 − 0.1x2
1(t) −1

]
+
[
1 0
0 1

])[
x1(t)
x2(t)

]
+ h

[
0

1 + 0.13x3
2(t)

]
u(t)

y(t) =
[
1 0

] [x1(t)
x2(t)

]
.

(4.52)

where x1 ∈ [−a, a], x2 ∈ [−β, β], a > 0, β > 0 and h = 0.001 by Euler’s discretization method
with a fixed step. The normalized membership functions are

µ11(z1) = a2 − z1/a
2 µ12(z1) = z1/a

2

µ21(z2) = β3 − z2/2β3 µ22(z2) = β3 + z2/2β3

with z1 = x2
1, z2 = x3

2 and z2 is unmeasurable. The matrices coefficients are

A11 = A12 =
[

1 h

−0.001h 1 − h

]
A21 = A22 =

[
1 h

−0.001h− 0.1a2h 1 − h

]

B11 = B21 =
[

0
h− 0.13β3h

]
B12 = B22 =

[
0

h+ 0.13β3h

]

C11 = C12 = C21 = C22 =
[
1 0

]
.

Table 4.1 shows the maximum values of β in function of parameter a such that Theorem 4.1
with λ = 1 and (Dong and Yang, 2017, Algorithm 1) are feasible. One can observe in Table 4.1
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that Theorem 4.1 presents, except for one case, a wider feasible area (a, β) than the Algorithm 1
of Dong and Yang (2017).

Table 4.1: Maximum values of β obtained in Example 4.1.

a 1 2 3 4 5 6 7 8 9 10
Theorem 4.1 2.8 3.2 3.2 1.9 1.9 1.9 1.9 1.9 1.9 1.9

(Dong and Yang, 2017, Algorithm 1) 2.7 2.7 2.6 2.6 1.9 1.7 1.5 1.5 1.5 1.4

Example 4.2 This example is used to evaluate the case of imperfect premise matching presented
in Section 4.3. The following nonlinear system is adapted from Estrada-Manzo et al. (2019) to
include the saturation in the control signal with ρ = 0.2: x(t+1) = A(x)x(t)+B(x)sat(u(t)), y(t) =
C(x)x(t), with

A(x) =
[
0.2 + 0.12 cosx1 1.6

−0.8 2.1 + 0.1 sin x2

]
, B(x) =

[
0.1 + 0.05 cosx1

−2 − 0.4 sin x2

]
,

C(x) =
[
0.2 + 0.1 cosx1 0.2

]
, |x1| ≤ π/2, |x2| ≤ 1.

Defining the premise variables as z1 = cosx1 ∈ [0, 1] and z2 = sin x2 ∈ [−0.84, 0.84], the
membership functions µ(z) = (µ1(z1), µ2(z2)) are given by µ11(z1) = 0.5(cosx1 + 1), µ12(z1) =
1 − µ11(z1), µ21(z2) = 0.5(sin x2 + 1) and µ22(z2) = 1 − µ21(z2). The matrices of the T-S fuzzy
model (4.4) are:

A11 =
[

0.32 1.60
−0.80 0.78

]
A12 =

[
0.20 1.60

−0.80 0.78

]

A21 =
[

0.32 1.60
−0.80 0.78

]
A22 =

[
0.20 1.60

−0.80 0.78

]

B11 =
[

0.15
−2.34

]
B12 =

[
0.10

−2.34

]

B21 =
[

0.15
−1.66

]
B22 =

[
0.10

−1.66

]

C11 = C12 =
[
0.3 0.2

]
C21 = C22 =

[
0.2 0.2

]
.

Considering the saturation in the control signal, the controller gains are obtained by Theo-
rem 4.2 with λ = 1 and given by:

Aczq =
2∑

i=1
µ1i(z1)2Acii + µ11(z1)µ12(z1)Aci2,

(Bczq , Cczq , Dczq) =
2∑

i=1
µ1i(z1)(Bci, Cci, Dci)
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with

Ac11 =
[
−0.66 0.48
0.14 −0.14

]
, Ac12 =

[
−1.29 0.81
0.16 −0.25

]
, Ac22 =

[
−0.55 0.37
0.06 −0.10

]
,

Bc1 =
[

3.20
−0.44

]
, Bc2 =

[
3.80

−0.17

]
, Cc1 =

[
−0.38 0.28

]
, Cc2 =

[
−0.37 0.28

]
,

Dc1 = 0.05, Dc2 = −0.03.

(4.53)

For the closed-loop system with controller gains (4.53), the trajectories and the estimate of the
domain of attraction Ω0 ⊆ R2 using Remark 4.4 are illustrated in Figures 4.1 and 4.2, respectively.
To obtain the largest Ω0, we employ the optimization problem described in Remark 4.3.

Following Remark 4.5, we observe in Figure 4.2 that the set Ω0 is not invariant but for all
xa(0) ∈ Ω0 × {0}, limk→∞ xa(t) = 0. This is illustrated in Figure 4.3 that shows the evolution
of the Lyapunov function V (xa) = xa(t)′W−1

z xa(t) and V (x, 0) = [x(t)′ 0]W−1
z [x(t)′ 0]′, that

characterizes the set Ω0, for the initial condition xa(0) = (0.37, 0.33, 0, 0). We observe that
V (xa) behaves as expected, whereas V (x, 0) increases its value before converging to zero according
to the trajectories presented in Figure 4.2.

Using Remark 4.9 to evaluate the γ−contractiveness of Ω set, Figure 4.4 shows system and
controller states time-response and control signal. Comparing with Figure 4.1, we note a faster
state convergence in Figure 4.4, but as a drawback the control signal reaches a higher level before
stabilization.
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x
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0
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u

usat

Figure 4.1: Trajectories and control signal for initial condition x(0) = (0.37, 0.33) and xc(0) =
(0, 0).
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Figure 4.2: Regions X0 (blue and yellow region/ external dashed black line), Π defined in (4.11)
(yellow region/ internal dashed black line), the estimation of the region of attraction Ω0 (red
ellipsoid), and trajectories of the closed-loop system. The trajectory illustrated in Figure 4.1 is
the black dotted line.

0 1 2 3 4 5 6 7 8 9 10

Time(s)

0

0.5

1

1.5

2

2.5

3

3.5

V

Figure 4.3: Lyapunov function V (xa) = x′
aW

−1
z xa (solid red line) and V (x, 0) = [x′ 0]W−1

z [x′ 0]′
(dashed blue line) associated to the trajectory illustrated in Figure 4.1 (initial condition xa(0) =
(0.37, 0.33, 0, 0)).

4.5 Conclusion

This chapter proposed new LMI synthesis conditions for dynamic output feedback controllers
for discrete-time Takagi-Sugeno fuzzy systems when the premise variables are partially or com-
pletely unavailable for the control law. The main idea is to rewrite the dynamics in terms of
the available premise variables and use them to recover the controller’s gains. The use of fuzzy
Lyapunov functions is facilitated by additional instrumental variables making the controller ma-
trices not functions of the Lyapunov matrix or the original system matrices, in opposition to the
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Figure 4.4: Trajectories and control signal for initial condition x(0) = (0.37, 0.33), xc(0) = (0, 0)
and γ = 0.85.

classic approach in the design of full-order dynamic output feedback controllers. As a novelty, we
describe the variation rate of the membership functions using the system dynamics yielding local
design conditions. The control signal saturation is also taken into account to estimate the domain
of attraction of the origin. We show that for zero initial conditions of the controller, the domain
of attraction in the systems’ state space does not need to be invariant.
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5 Inexact measurements of premise variables
This chapter addresses the design of dynamic output feedback controllers for continuous-time

Takagi-Sugeno (T-S) fuzzy systems subjected to inexact measurements of premise variables. In
contrast to the common assumption that the premise variables are precisely available for the
controller, this work provides convex conditions as linear matrix inequalities (LMIs) to design
controller gains depending on premise variables with additive uncertainties. This uncertainty
models inexact measurements of the premise variables due to sensor devices or an approximate
representation in the T-S modeling, which can assume the form of absolute uncertainties in the
membership functions. Numerical examples validate the effectiveness of the approach.

5.1 Introduction

In the T-S literature, many works are devoted to the problem of immeasurable or partial
measurements of premise variables, especially when the states are not available for feedback.
However, even in the imperfect premise-matching design problem, one usually considers that the
available premise variables are measured with high precision (Gómez-Peñate et al., 2020). Thus,
this chapter focuses on handling different sets of membership functions of the T-S fuzzy model and
the fuzzy controller due to imprecise measurement of premise variables. Among the few works
that explicitly handle the inaccurate measurement of the premise variables, the work Gómez-
Peñate et al. (2020) designs a sliding mode controller and an unknown input observer for T-S
fuzzy systems.

The problem of control synthesis with inexact premise variables becomes intricate for designing
dynamic output feedback (DOF) controllers. Although the existence of some works considering
the design of DOF controllers that do not share the same membership functions and the number of
rules with T-S fuzzy systems (Nguang and Shi, 2006; Tognetti et al., 2012; Tognetti and Linhares,
2021), taking into account uncertainties in the measurement is practically unexplored in designing
fuzzy DOF controllers.

The problem of inaccurate measurement of premise variables is similar to the problem of inexact
scheduling parameters for linear parameter varying (LPV) systems (Daafouz et al., 2008; Sato and
Peaucelle, 2013; Lacerda et al., 2016). In Sato and Peaucelle (2013); Lacerda et al. (2016), the
scheduling parameters may be affected by uncertainties that are proportional to the values of the
actual parameters (proportional uncertainty), or they are supposed to lie within a priori defined
intervals that are independent of the actual values of scheduling parameters (absolute uncertainty).
Note, however, that techniques borrowed from the LPV literature (scheduling variables are free
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variables) can be conservative when applied in T-S systems by disregarding the nature of the fuzzy
modeling (premise variables model nonlinear terms or heuristic knowledge).

Motivated by the lack of controller design techniques for T-S systems considering inexact mea-
surements of premise variables, this chapter presents new results for designing DOF controllers
depending on premise variables subject to absolute uncertainties with known upper bounds. We
first propose a model to characterize the influence of the premise variables’ uncertainties in the
membership functions without introducing conservativeness. Then, we develop a fuzzy summa-
tion transformation that allows the recovery of the controller gains from the measured variables
that do not precisely fit the real ones - the main difficulty in the DOF controller design. By
establishing a relation between the real and the uncertain parameters in the fuzzy variables, this
approach also allows building design LMI conditions depending only on one parameter set. The
proposed approach also models uncertainties in the membership functions, an important feature
in implementations. Numerical examples demonstrate the effectiveness of the proposed approach.

5.2 Preliminaries and Problem definition

Consider a class of T-S fuzzy systems described by (2.9) with δ[x](t) = ẋ and the membership
functions µ(z) obtained from the sector-nonlinearity modeling (Tanaka and Wang, 2001) yielding
ri = 2, i = 1, . . . , p. The functions µj(zj) = (µj1(zj), µj2(zj)), j = 1, ..., p, belong to the unit
simplex U2 and µ(z) = (µ1(z1), µ2(z2), . . . , µp(zp)) ∈ U := U2 × U2 × · · · × U2.

The sector-nonlinearity approach is used to model nonlinear terms of a dynamic system, rep-
resented as the premise variables zj , as a convex combination of their upper and lower bounds, zj

and zj , respectively, in a given domain:

zj = µj1(zj)zj + µj2(zj)zj , µj1(zj) =
zj − zj

zj − zj

, µj2(zj) = 1 − µj1.

One important aspect of this approach is that each premise variable zj is uniquely associated with
a membership function µj(zj).

The aim is to design a full-order dynamic output feedback controller given byẋc(t) = Acẑxc(t) +Bcẑy(t)

u(t) = Ccẑxc(t) +Dcẑy(t),
(5.1)

with
(A,B,C,D)cẑ =

∑
i∈Ip

µi(ẑ)(Aci, Bci, Cci, Dci),

where xc(t) ∈ Rn is the controller state, and ẑ are the inexactly measured premise variables
modeled as

ẑi = zi + θi, (5.2)

where θi is the additive uncertainty due to measurement errors satisfying |θi| ≤ δi, with δi a known
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upper bound. In practice, the measured data contains measurement errors, noise, etc, yielding
different values from the actual value of the premise variable. In the case of T-S models obtained
from the sector-nonlinearity approach, (5.2) can also model uncertainties in the representation of
the nonlinear terms of the original system.

The closed-loop system is represented as

ẋa(t) = Az,ẑxa(t) (5.3)

where xa(t) =
[
x(t)′ xc(t)′

]′
denotes the augmented state and

Az,ẑ =
[
Az +BzDcẑCz BzCcẑ

BcẑCz Acẑ

]
. (5.4)

The following problem is addressed.

Problem 5.1 Consider the T-S fuzzy system (2.9) and premise variables available for the control
law with uncertainty modeled by (5.2). Determine a fuzzy dynamic output feedback controller as
(5.1) such that the closed-loop system (5.3) is asymptotically stable.

The following lemma is standard in the literature and it will be useful for the main results.

Lemma 5.1 If there exists a symmetric positive definite matrix W ∈ R2n×2n such that the fol-
lowing LMIs are satisfied for all µ ∈ U

He{Az,ẑW} < 0, (5.5)

then the closed-loop system (5.3) is asymptotically stable.

5.3 Main results

5.3.1 Uncertainty modeling

The membership functions depending on the inexact premise variables ẑi are rewritten as

µj1(ẑj) =
ẑj − zj

zj − zj

= µj1(zj) + θ̃j , µj2(ẑj) = µj2(zj) − θ̃j , θ̃j = θj

zj − zj

. (5.6)

Observe that µj1(ẑj) + µj2(ẑj) = 1 but µj(ẑj) /∈ U2. Note also that the proposed approach for
modeling inexact premise variables can also be used to represent uncertainties in the membership
functions. This is justified in approximation-based fuzzy models, where membership functions are
estimated, or simply due to uncertainties in the nonlinear terms of the model.

To construct numerically implementable conditions to design (5.1) one needs parameter-
dependent conditions such that the parameters belong to U. Therefore, one needs to represent
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the controllers gains Acẑ, Bcẑ, Ccẑ and Dcẑ as functions of µ(z) instead of µ(ẑ). For this purpose,
we can rewrite the controller gains as

Acẑ =
2∑

i1=1
· · ·

2∑
ip=1

(µ1i1(z1) + (−1)i1−1θ̃1) · · · (µpip(zp) + (−1)ip−1θ̃p)Aci1...ip

= Acz + ΓAcz ,

(5.7)

where ΓAcz can be construct by a systematic procedure, and the same for Bcẑ, Ccẑ and Dcẑ.

For instance, if p = 2 one has

ΓAcz = θ̃2

2∑
i1=1

µ1i1(z1)(Aci11 −Aci12)
︸ ︷︷ ︸

Γ(1)
Ac

(z1)

+θ̃1

2∑
i2=1

µ2i2(z2)(Ac1i2
−Ac2i2

)
︸ ︷︷ ︸

Γ(2)
Ac

(z2)

+ θ̃1θ̃2 (Ac11 −Ac12 −Ac21 +Ac22)︸ ︷︷ ︸
Γ(3)

Ac

. (5.8)

In the design, the controller gains must be recovered by functions that depend on µ(ẑ) instead
of µ(z). For this reason, we rewrite the system matrices as

Az = Aẑ + ΓAz ,

Bz = Bẑ + ΓBz ,

Cz = Cẑ + ΓCz ,

(5.9)

where ΓAz , ΓBz and ΓCz follow the same structure as (5.8).

5.3.2 Controller design

As defined in Section 3.3, we consider quadratic stability withWz = W and the parametrization
adopted in Chilali and Gahinet (1996); Scherer et al. (1997). Using the matrices defined in (3.13),
where Y = X − Z−1 and X,Z ∈ Rn×n are symmetric. From WW−1 = I and using the change of
variables presented in Scherer et al. (1997), the condition (5.5) is equivalent to

Z′ (He {Az,ẑW})Z = He
{[
AzX +BzH̄ẑ Az +BzDcẑCz

F̄ẑ ZAz + ḠẑCz

]}
< 0 (5.10)

with
F̄ẑ = ZAzX − ZAcẑY − ZBcẑCzX + ZBzCcẑY + ZBzDcẑCzX,

Ḡẑ = ZBzDcẑ − ZBcẑ,

H̄ẑ = CcẑY +DcẑCzX.

(5.11)

Observe that the controller gains cannot be recovered from (5.11) due to the presence of the
premise variable z, without uncertainty, that is not available for feedback.
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To allow the design of a controller depending only on the measured premise variables ẑ, the
following approach is proposed. First, we replace Az, Bz and Cz in (5.11) by the relations in (5.9)
yielding

He
{[
AzX +Bz(Hẑ +DcẑΓCzX) Az +BzDcẑCz

Fẑ + Φz,ẑ ZAz + (Gẑ + ZΓBzDcẑ)Cz

]}
< 0 (5.12)

with
Fẑ = ZAẑX − ZAcẑY − ZBcẑCẑX + ZBẑCcẑY + ZBẑDcẑCẑX

Gẑ = ZBẑDcẑ − ZBcẑ,

Hẑ = CcẑY +DcẑCẑX,

(5.13)

and
Φz,ẑ := ZΓAzX + (ZBẑDcẑ − ZBcẑ︸ ︷︷ ︸

Gẑ

)ΓCzX+

ZΓBz (CcẑY +DcẑCẑX︸ ︷︷ ︸
Hẑ

) + ZΓBzDcẑΓCzX

= ZΓAzX +GẑΓCzX + ZΓBzHẑ + ZΓBzDcẑΓCzX.

As can be observed, the change of variables (5.13) allows to recover the controller gains de-
pending only on ẑ:


Acẑ = Z−1 {ZAẑX + ZBẑHẑ − Fẑ − [ZBẑDcẑ −Gẑ]CẑX}Y −1

Bcẑ = Z−1 (ZBẑDcẑ −Gẑ)

Ccẑ = (Hẑ −DcẑCẑX)Y −1

(5.14)

Observe also that inequality (5.12) depends on the parameters z, ẑ and θ̃. The dependence
on ẑ can be removed by applying the equivalence (5.7), that is, replacing Fẑ, Gẑ, Hẑ and Dcẑ in
(5.12) by Fz + ΓFz , Gz + ΓGz , Hz + ΓHz and Dcz + ΓDcz , respectively, yielding

He

{[
AzX +Bz(Hz + ΓHz + (Dcz + ΓDcz )ΓCzX)

Fz + ΓFz + Φ̃z

Az +Bz(Dcz + ΓDz )Cz

ZAz + (Gz + ΓGz + ZΓBz (Dcz + ΓDcz ))Cz

]}
< 0 (5.15)

where

Φ̃z = Z(ΓAz + ΓBz (Dcz + ΓDz )ΓCz )X + (Gz + ΓGz )ΓCzX + ZΓBz (Hz + ΓHz ). (5.16)

Observe also that inequality (5.15) is nonlinear on the decision variables X, Z, Fz, Gz, Hz

and Dcz. We rewrite (5.15) separating the linear and nonlinear terms in ⋎ and Λ, respectively,
yielding

He {⋎ + Λ} < 0 (5.17)
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with

⋎ =
[
AzX +Bz(Hz + ΓHz ) Az +Bz(Dcz + ΓDz )Cz

Fz + ΓFz ZAz + (Gz + ΓGz )Cz

]
, (5.18)

Λ =
[
Bz(Dcz + ΓDcz )ΓCzX 0

Φ̃z ZΓBz (Dcz + ΓDcz )Cz

]
(5.19)

and Φ̃z given by (5.16).

To deal with the product of variables in (5.19), one has

Λ = He


[

0 Bz(Dcz + ΓDcz )ΓCz

Z (Gz + ΓGz )ΓCz

]
︸ ︷︷ ︸

M ′
1

[
ΓBz (Hz + ΓHz ) ΓBz (Dcz + ΓDcz )Cz

X 0

]
︸ ︷︷ ︸

M2

+

[
X 0
0 Z

]
︸ ︷︷ ︸

M3

[
0 ⋆

ΓAz + ΓBz (Dcz + ΓDcz )ΓCz 0

]
︸ ︷︷ ︸

R

[
X 0
0 Z

]
. (5.20)

Now, we are ready to propose convex conditions to solve (5.17) and design the controller (5.1).

Theorem 5.1 For given scalars λ1 ∈ R, λ2 ∈ R>0, if there exist symmetric positive definite
matrices X , Z ∈ Rn×n, and affine matrices Fz ∈ Rn×n, Gz ∈ Rn×ny , Hz ∈ Rnu×n and Dcz ∈
Rnu×ny , such that, for all µ ∈ U, the following LMIs are satisfied:[

X In

In Z

]
> 0 (5.21)

and

Ψ :=
[
Ψ11 ⋆

Ψ21 Ψ22

]
< 0 (5.22)

where

Ψ11 =


Ψ111 ⋆

−λ1In λ2Z

λ2Γ′
Cz

(Dcz + ΓDcz )′B′
z −λ1I + λ2Γ′

Cz
(Gz + ΓGz )′ −2λ2I

 ,

Ψ111 = He

{
⋎ + λ1

[
ΓBz (Hz + ΓHz ) +X ΓBz (Dcz + ΓDcz )Cz + Z

Γ′
Cz

(Dcz + ΓDcz )′B′
z +X Γ′

Cz
(Gz + ΓGz )′ + Z

]}
,
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Ψ21 =


−λ1I + λ2ΓBz (Hz + ΓHz ) λ2ΓBz (Dcz + ΓDcz )Cz

λ2X −λ1I
I

−λ1I + λ2X 0
0 −λ1I + λ2Z

0

 ,
and

Ψ22 =


−2λ2I ⋆

0 −2λ2I ⋆

ΓAz + ΓBz (Dcz + ΓDcz )ΓCz −2λ2I

 ,
with ⋎ given by (5.18), then the controller (5.1) whose state-space matrices are given by (5.14),
with Y = X − Z−1, and makes the closed-loop system (5.4) asymptotically stable.

Proof First, from (5.21), it follows thatX > 0, Z > 0 and Y > 0, since by definition Y = X−Z−1.
Then, the gains (5.14) are well defined.

Thus, pre- and post-multiplying (5.22) by
[
I2n M ′

1 M ′
2 M ′

3

]
and its transpose, respectively,

we obtain

Π := He{⋎} +


M1

M2

M3


′ 

0 I 0
I 0 0
0 0 R



M1

M2

M3

 < 0 (5.23)

where M1, M2, M3 are given in (5.20). Consider the change of variables (5.9) and (5.13), then
the following inequality is obtained

He

{[
ΩX +BzCcẑY Ω

Z (Ω −BcẑCz)X+Z (BzCcẑ −Acẑ)Y Z (Ω −BcẑCz)

]}
< 0

with Ω = Az +BzDcẑCz.

Therefore, the above inequality can be written as Z′ (He {Az,ẑW})Z < 0 as in (5.10) with
the definitions (3.13). One also observe that (5.21) is equivalent to ZTWZ, then W > 0. Thus,
from Lemma 5.1, the closed-loop system (5.3) is asymptotically stable.

Consider the particular case Bz = B and Cz = C implying ΓB = 0 and ΓC = 0, respectively.
Then, (5.19) becomes

Λ =
[

0 0
ZΓAzX 0

]

and one has the following corollary.

Corollary 5.1 For given scalars λ1 ∈ R, λ2 ∈ R>0, if there exist symmetric positive definite
matrices X , Z ∈ Rn×n, and affine matrices Fz ∈ Rn×n, Gz ∈ Rn×ny , Hz ∈ Rnu×n and Dcz ∈
Rnu×ny , such that (5.21) and the following LMI are satisfied for all µ ∈ U:

diag(⋎ + ⋎′, 0) +


0 ⋆

λ1ZΓAz 0
X − λ1In λ2Γ′

Az
Z

−2λ2I2n

 < 0 (5.24)
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with ⋎ given by (5.18), then the controller (5.1) whose state-space matrices are given by (5.14),
with Y = X − Z−1, makes the closed-loop system (5.4) asymptotically stable.

Proof By pre- and post-multiplying (5.24) by[
In 0 0
0 In ZΓAz

]

and its transpose, respectively, one has

He

{
⋎ +

[
0

ZΓAz

] [
X 0

]}
< 0.

The above inequality is equivalent to

Z′ (He {Az,ẑW})Z < 0

with the definitions (3.13). From (5.21), one has W > 0, then the closed-loop system (5.4) is
asymptotically stable.

Remark 5.1 Note that the terms ΓM (z), M ∈ {A,B,C, F,G,H,Dc}, in the conditions of Theo-
rem 5.1 depend on θ̃, that are assumed to be unknown. To obtain finite dimension conditions, we
can represent θ̃i as convex combinations of their extreme values:

θi(γi) = γi1(−δ̃i) + γi2δ̃i,

where
γ = (γ1, γ2) ∈ U2 × U2, γi = (γi1, γi2).

The parameter δ̃i represents an upper bound for θ̃ obtained from (5.6) as:

|θ̃i| = |θi|
|zj − zj |

≤ δi

|zj − zj |
:= δ̃i. (5.25)

For instance, for p = 2, one can rewrite (5.8) as

ΓM (z) = θ̃1(γ1)Γ(2)
M (z2) + θ̃2(γ2)Γ(1)

M (z1) + θ̃1(γ1)θ̃2(γ2)Γ(3)
M

=
2∑

i=1

2∑
j=1

γ1iγ2j

(
(−1)iδ̃1Γ(2)

M (z2) + (−1)j δ̃2Γ(1)
M (z1) + (−1)i+j δ̃1δ̃2Γ(3)

M

)

with Γ(1)
M (z1), Γ(2)

M (z2) and Γ(3)
M defined in (5.8).

Remark 5.2 The terms ΓMz , M ∈ {F,G,H,Dc} have coefficients containing the vertices of the
variables Fz, Gz, Hz and Dcz and, therefore, they do not introduce new variables in the LMIs.

Remark 5.3 In Section 5.4, the numerical examples found solution with λ1 = 0 and λ2 = 1, and
these values are suggested for an initial guess. We verify that only in particular cases, where the
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stability of the closed-loop systems is a difficult task, there is a need to perform a bisection search
on these parameters, which can be seen as an extra degree of freedom for challenging cases.

Remark 5.4 A decay rate specification given by γ > 0 for the trajectories of the closed-loop
system is obtained by replacing ⋎ defined in (5.18) with

⋎ =
[
AzX +Bz(Hz + ΓHz ) + 2γX Az +Bz(Dcz + ΓDz )Cz + 2γI

Fz + ΓFz + 2γI ZAz + (Gz + ΓGz )Cz + 2γZ

]

in the conditions of Theorem 5.1 and Corollary 5.1.

5.4 Numerical Examples

The applicability of the proposed method is illustrated by numerical examples. To handle the
infinite dimensional problem described by the parameter-dependent conditions, the optimization
variables are fixed as parameter-dependent matrices and the negativity of the inequalities is verified
by testing a finite set of LMIs that are directly obtained by ROLMIP (Robust LMI Parser)
toolbox (Agulhari et al., 2012). The scalar parameters that must be provided in Theorem 5.1 have
been selected following the suggestions presented in Remark 5.3. A line search algorithm could be
used as well, probably yielding improved results, at the expense of increasing the computational
burden.

Example 5.1 The nonlinear system is adapted from Tognetti et al. (2012) and given by

ẋ1 = x1 + x2 + sin x3 − 0.1x4 + (x2
1 + 1)u

ẋ2 = x1 − 2x2 + φ1u

ẋ3 = x1 + x2
1x2 − 0.3x3

ẋ4 = sin x3 − x4

y1 = x2 + (x2
1 + 1)x4 + φ2

y2 = x1

(5.26)

where
φ1 = sin x3

x3
, φ2 = sin x3. (5.27)

The system (5.26) is rewritten as ẋ = A(z)x+B(z)u, y = C(z)x, with

A(z) =


1 1 z2 −0.1
1 −2 0 0
1 z1 −0.3 0
0 0 z2 −1

 , B(z) =


z1 + 1
z2

0
0

 ,

C(z) =
[
0 1 z2 z1 + 1
1 0 0 0

]
.

(5.28)
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Figure 5.1: Time response of system states.

The premise variables are given by

z1 = x2
1, z2 = sin x3

x3
.

The matrices Az, Bz and Cz of the T-S fuzzy model (2.9) are obtained from (5.28) evaluated
in the extreme values of z1 and z2 for the domain x1 ∈ [−1.4, 1.4] and x3 ∈ [−0.7, 0.7] using the
sector nonlinearity approach Tanaka and Wang (2001). Hence, z1 ∈ [0, 1.96] and z2 ∈ [0.92, 1].

Considering the upper bound of additive uncertainties as δ1 = 0.1 and δ2 = 0.09, we have
θ1 ∈ [−0.1, 0.1] and θ2 ∈ [−0.09, 0.09]. From (5.25) one has δ̃1 = 0.51 and δ̃2 = 0.12, therefore
θ̃1 ∈ [−0.51, 0.51] and θ̃2 ∈ [−0.12, 0.12].

Using Theorem 5.1, the closed loop system is stable and the time states response is shown in
Figure 5.1.

Example 5.2 Consider the following nonlinear system from Ichalal et al. (2011)



ẋ1(t) = −F

J
x1(t) +Km

L

J
x2(t)2 − Cr(t)

J

ẋ2(t) = −Km
L

Lt
x2(t)x1(t) − Rt

Lt
x2(t) − U(t)

Lt

y1 = x2

(5.29)

where F = 0.1N/(rad.s), J = 30.1N/(rad.s), Km = 0.04329, L = 0.06H, Cr(t) is the resisting
torque, U(t) is the motor voltage, Lt = L + l, but as L >> l, then Lt = L. Rt = R + r, where
R = 0.01485Ω and r = 0.00989Ω.

System (5.29) is rewritten as ẋ = A(z)x(t) +Bu(t), y = Cx(t), with

A(z) =
[

−0.003 0.000086z1

−0.043z1 −0.412

]
,

B =
[
−0.033 0

0 16.667

]
, C =

[
0 1

]
,

(5.30)
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where premise variable z1 = x2.

The matrix Az of the T-S fuzzy model (2.9) is obtained from (5.30) evaluated in the extreme
values of z1 for the domain x2 ∈ [−100, 300] using the sector nonlinearity approach (Tanaka and
Wang, 2001). Hence, z1 ∈ [−100, 300].

Therefore, the vertices of Az are given by

A1 =
[
−0.003 0

0 −0.412

]
, A2 =

[
−0.003 0.035
−17.317 −0.412

]
,

and the membership functions are
µ1(z1) = z1 − z1

z1 − z1
= 400 − z1

400 − 0

µ2(z1) =
z1 − z1
z1 − z1

= z1 − 0
400 − 0

Consider the upper bound of additive uncertainty as δ1 = 100, then θ1 = [−100, 100]. From
(5.25) one has δ̃1 = 0.25, therefore θ̃1 = [−0.25, 0.25].

Figures 5.2 and 5.3 show the state trajectories and control signals, respectively, for the extreme
scenario θ̃1 = δ̃1.

Figure 5.2: Trajectories of system and controller states of Example 5.2 .

5.5 Conclusion

This chapter provides an answer to the problem of imprecise measurement of the premise
variables for the control law. As a contribution, new LMI conditions for the design of DOF
controllers when there are uncertainties on the premise variables and, consequently, absolute
uncertainties in the membership functions. The main appeal of the technique is to manipulate
the fuzzy summations to obtain design conditions that can take into account the relation between
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Figure 5.3: Control signals of Example 5.2 .

membership functions depending on the measured and the real premise variable, yielding less
conservative results than the ones that consider independent variables. The effectiveness and
validity of the proposed approach are illustrated through numerical examples and time simulations.
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6 Conclusions

This work presents new LMI conditions for designing full-order DOF controllers for continu-
ous or discrete-time T-S systems by selecting the membership functions used in the control law.
Systems with partial or inaccurate measurement of premise variables are considered in the design.
The proposed conditions solve a common problem in the standard technique of DOF design using
a change of variables, the dependence of the controller gains on the membership functions of the
plant on the dynamic output feedback design problem. With this approach, we avoid using alter-
native techniques, such as the two-stage approach, that result in the open problem of selecting an
optimal state feedback controller before finding the DOF gains.

As an indirect result, we can also design robust controllers for systems with norm-bounded
uncertainties or when no premise variable is available for the control law. The use of fuzzy
Lyapunov functions can be easily encompassed in continuous-time systems using upper bounds
on the derivative of the membership functions.

For discrete-time systems, we consider saturation on the control input. The novelty in the
context of output feedback control design is the model of the variation rate of the membership
functions that appears due to the use of fuzzy Lyapunov functions, thanks to the mean value
theorem. Then, an estimate of the domain of attraction of the origin is obtained that does not
need to be invariant if the controller has zero initial condition.

Finally, the problem of inaccurate measurement of the premise variables with addictive uncer-
tainty is considered using the tools developed for the partial measurement of premise variables.
The technique focuses on manipulating the fuzzy summations using the relation between member-
ship functions depending on the measured and the real premise variable, yielding less conservative
results than those considering independent variables. The proposed approach can also represent
uncertainties in the membership functions that arrive in approximation-based fuzzy models or
simply due to uncertainties in the nonlinear terms of the model.

6.1 Future works

The following ideas can be explored in future works:

• To consider T-S systems subjected to persistent and finite energy exogenous disturbances.

• The presence of multiplicative uncertainties in the measurement of the premise variables.
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• To explore less conservative models for uncertainties in the nonlinear terms described by the
premise variables in the sector nonliterary approach.

• The design of switched DOF controllers to deal with immeasurable premise variables.
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