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Abstract
This dissertation explores applications of machine learning models in credit risk. Sta-
tistical and machine learning techniques are investigated, seeking to develop alternative
methods in the credit risk modeling pipeline, aiming at comply with standards and regu-
lations. We develop three papers in this dissertation, analyzing different aspects of credit
risk using machine learning. In the first paper, Algorithmic Credit Analysis and the use
of Discriminatory Variables, concerning machine learning fairness and the use of sensitive
variables. In the second paper, Lifetime Probability of Default with Survival Analysis and
Ensemble Methods, application of survival analysis models for the entire time maturity
of a credit operation. Finally, in the third paper, Credit Risk Assessment with Machine
Learning and Competing Risk Survival Analysis Models, an adaptation in competing risks
subdistribution hazards. In the three applications, different machine learning models are
explored, and the results are discussed, aiming to contribute to the credit risk literature.

Keywords: Machine Learning; Survival Analysis; Competing Risk; Machine Learning
Fairness.
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1 Introduction

1.1 Contextualization
The dynamic changes of contemporary world keeps getting fostered by technology

evolution. Exponential advances in computing process power made feasible the process
and management of large amounts of data. Choices and interactions that we make every
day (even small and unnoticed ones) can generated information that can be used in
further analysis. In addition, the fields of applications range from banking and securities,
healthcare, education, communication, public policy and so on.

The availableness and use of such information led to what we now know as Ar-
tificial Intelligence (AI). It can be defined as the use of data to train computers that
simulate human behavior in some aspects, e.g., face recognition, talk and interactions, le-
arning, decision making etc (XU; LU; LI, 2021). AI permeates a multidisciplinary field of
knowledge and has achieved exceptional results over the past few decades in many appli-
cations, such as speech and image recognition, natural language processing and intelligent
systems (DUAN et al., 2009).

One of the enabling drivers of AI is machine learning (ZHANG; LU, 2021) which
can be defined as the use of an algorithm that improves its performance by learning
from new data (NILSSON, 2014). The use and development of machine learning by top
companies has been increasing. According to a McKinsey survey The State of AI in 2021
(CHUI M.; SUKHAREVSKY, 2021) AI adoption keeps rising, specially at companies
headquartered in emerging economies. Common applications founded includes service
operations, product and service development, marketing and sales and risk management.
The survey also states that companies who are getting more profitable results from AI
takes advantage of cloud technologies and advanced practices, such as Machine-Learning
Operations (MLOps). The adoption of such practices can enhance usability in a specific
service leading to growth lift, e.g., by using near-real-time predictions to customers. In
this way, the use of data by industry is in a mature status, but constantly rising.

Concerning financial industry, one of the main use of such tools relates do credit
risk management. Credit risk is considered to be the risk of a counterparty not honoring
its financial obligation in accordance to agreed terms of a credit operation, representing
potential loss. Therefore, banks and financial institutions need to manage the credit risk
underlying their portfolio and individual transactions (SUPERVISION; SETTLEMENTS,
2000). The sub-prime mortgages credit crunch which started in 2006, for instance, have
underlined a major impact of credit risk and credit risk management on the wellbeing and
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profitability of business (BROWN; MOLES, 2014). In this way, lending decisions must be
made cautiously and in a structured manner in order to avoid significant losses.

In such manner, the assessment of credit risk management plays a vital role on
firm financial health. This assessment aims to measure three important characteristics
on credit operations, such as: the exposure amount, the likelihood of repayment and the
recovery rate. Consequently, decision on whether to grant the loan or not has to be made
upon estimates on these three events. The approach on tackling this sort of problem may
vary from expert judgment, relationship models or quantitative methods, with the latter
being widely used with statistical methodologies and machine learning models. This work
aims to reflect some of the use of machine learning for risk management, more specifically,
in estimating probability of default, i.e., the parameter that reflects the likelihood of a
borrower debt repayment.

When using machine learning models for estimating probability of default, two
points of attention may arise from the perspective of a financial institution: i) machine
learning fairness and ii) International Financial Reporting Standard 9, IFRS 9 (Interna-
tional Accounting Standards Board, 2014) compliance. Firstly, machine learning fairness
is of utmost importance as it can be conceptualized as equality of opportunity, ensu-
ring non-discrimination in automated decision-making processes (BAROCAS; HARDT;
NARAYANAN, 2017). When algorithms are used to estimate default probabilities, it is
crucial to ensure that the models are not biased or unfair towards specific individuals or
groups. Fairness in machine learning algorithms can help prevent potential ethical issues,
protect against legal challenges, and promote transparency and trustworthiness in the
financial industry. Secondly, adherence to IFRS 9 (International Accounting Standards
Board, 2014) is essential for financial institutions as it provides a standardized framework
for recognizing and measuring credit impairments. IFRS 9 requires financial institutions
to incorporate forward-looking information and consider expected credit losses when es-
timating default probabilities. By following IFRS 9 guidelines, institutions can enhance
their risk assessment and provisioning processes, leading to more accurate and reliable
estimates of expected credit losses.

In this way, this dissertation explores applications on machine learning models to
estimate probability of default, addressing the points described above. The first paper,
Algorithmic Credit Analysis and the use of Discriminatory Variables, addresses the chal-
lenge in machine learning fairness by comparing different pipeline possibilities that do not
include sensitive variables. The second paper focus on IFRS 9, applying survival models to
estimate probability of default, since this approach provides an estimate throughout the
duration of the credit operation, thus adhering to regulation. The third paper, explores
alternative on survival models in credit risk, by considering two competing risk events:
default and early payment.
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Chapter 2, uses a dataset of overdraft transactions to estimate probability of de-
fault. The studie analyze classification performance metrics when variables such as gender,
education, and age are withdrawn from the models. Different classification models and
pipeline configurations, with distinct balancing techniques and longitudinal analysis, are
compared, seeking alternatives to the use of sensitive information while keeping a good
model.

Chapter 3, shows an application of machine learning methods to risk management.
Specifically, it investigates alternative approaches in order to conforms to regulation re-
quirements stated by International Financial Reporting Standards 9 (IFRS 9) issued by
the International Accounting Standards Board (IASB), which calls for estimates of a li-
fetime expected credit losses rather than a single point estimation for the specific time
period. This can be achieved by using Survival Analysis since it consider the time until
an event occurs, with decreasing survival probabilities over time. Therefore, it can pro-
vide estimations for every discrete period of time, in this context, monthly estimates.
The methods are applied to a dataset consisting of refinancing operations, representing
borrowers who has already defaulted on previously operations. Operations consisted on
36-month and 60-month time maturitie and different models were developed for each
type. Classic Survival Analysis and Machine learning models applied to this context are
compared, such as Cox Proportional Hazards (unpenalized and penalized), Survival Trees,
Random Survival Forests, Gradient Boosting with regression trees, and Gradient Boosting
with component-wise least squares.

Chapter 4 derives from chapter 3, but with a different approach to the survi-
val function. Regarding the 36-month operations from the same data set of refinancing
operations described in the second article, this paper aims to approach competing risks
modelling, by considering default and early payment as primary and secondary risks,
respectively. Since these are mutually exclusive events, reflecting their nature during es-
timation can bring valuable insights and results. More specifically, the paper consider
subdistribution hazards in a component-wise gradient boosting model, comparing its re-
sults with other cause-specific survival models.

Therefore, this dissertation aims to contribute to the credit risk literature focused
on the estimation of probability of default. Specifically, it address complex situations which
calls for strategies that ensures unbiased decision-making and preventing potential ethical
issues, and also complying with regulatory requirements, such as IFRS 9, while enabling
accurate estimation of default probabilities and enhancing risk management practices.
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2 Algorithmic Credit Analysis and the use of
Discriminatory Variables

2.1 Introduction
Machine learning algorithms are being applied in various sectors. Although ma-

chine learning can be useful for society, it also imposes challenges, as results of models can
reinforce bias or prejudice. In this context, there are initiatives to define regulations and
guidelines for a fair use of machine learning. For instance, the European Union’s Gene-
ral Data Protection Regulation (GDPR) establishes restrictions on automated individual
decision-making, including profiling. The Settlements (FSI Insights on policy implemen-
tation, 2021) addresses regulatory expectations on the financial sector, suggesting the
prevention of bias in AI models as a guidance. In addition Singapore (Thematic Review,
2022) argues that financial institutions should consider specifying a list of protected attri-
butes and their proxies used on a ML model. In particular, the document states that the
use of protected attributes and their proxies as input factors for AIDA-driven (Artificial
Intelligence and Data Analysis) decisions should be justified.

Specifically in the financial industry, financial intermediation improves capital al-
location by providing a more fluid flow between the participants of the financial system.
Regarding this function, loan operations play a key role. The importance of lending has
established credit scoring as one of the most successful real-world applications of statistics
and operations research (CROOK; EDELMAN; THOMAS, 2007).

Credit scoring enables a prospective assessment of the risk of a loan operation. In
particular, it helps the lender to better discriminate between applicants that are more
likely to repay a loan from those who are less likely to meet initial agreed terms in a
credit transaction. This evaluation mitigates credit risk (i.e., the risk of a potential loss
due to the counterparty failing to fulfill its obligations), which represents the main risk
that most banking institutions face (APOSTOLIK et al., 2009).

Although credit models typically relied on statistical foundations, more recently,
machine learning (ML) scoring models have been applied in the analysis of loan applica-
tions (KOZODOI; JACOB; LESSMANN, 2022). Financial institutions have increasingly
used ML models to support decision-making in credit risk (CROOK; EDELMAN; THO-
MAS, 2007).

However, especially for credit scoring, other aspects regarding automated decision-
making have been questioned, such as political concerns on civil rights and the dangers of a
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possible detracting effect over historically disadvantaged groups. Kauffman e Wang (2001)
discuss points raised by the Executive Office of the President of The US, which emphasizes
credit scoring as a critical element in the lending business, with a significant impact on
society. Additionally, the European Commission establishes guidelines that highlight the
need for regular and systemic monitoring of the sector (KAUFFMAN; WANG, 2001).

In this context, credit lending decisions based on historical data can provide bia-
sed estimates regarding attributes, e.g., age, race and gender (KALLUS; MAO; ZHOU,
2022). Even when clear discriminatory attributes are not allowed into supervised models,
discrimination still can occur, if a variable can be related to some specific demographic
characteristic. For instance, Kline, Rose e Walters (2022) identify race discrimination in
hiring processes, performing an experiment with job applications with Black-American
and White-American names.

Disparities in credit access from individuals who belong to groups with sensitive
attributes can be detrimental from ethical and social perspectives. Therefore, a non-
discriminatory credit scoring (e.g., for student loans) is an essential tool to democratize
socioeconomic opportunities (DE-ARTEAGA; FEUERRIEGEL; SAAR-TSECHANSKY,
2022). Also, legal frameworks, regulations and standards (MAKHLOUF; ZHIOUA; PA-
LAMIDESSI, 2021) bring attention to adjustments that financial institutions may have
to perform.

As few studies have assessed fairness in credit models (e.g. Zetten, Ramackers e
Hoos (2022)), we contribute to the discussion on fairness artificial intelligence (AI) and
discriminatory bias, by investigating the impact of the use of explanatory variables (gen-
der, level of education, and age) in the prediction performance of credit scoring models,
using a dataset of loans from overdraft checking accounts.

We apply several machine learning models for predicting default probability on an
imbalanced dataset regarding overdraft loans operations of a large Brazilian bank. Diffe-
rent pipeline configurations are analyzed and compared, such as split-validation methods,
resampling techniques and different subset of features, by removing some attributes that
might be considered sensitive features. Resulting metrics are analyzed to evaluate the
impact of pre-processing steps in a pipeline for the predictive modeling. More specifically,
we aim at identifying whether sensitive information, which could be discriminatory and
impact fairness of machine learning models, can impact prediction accuracy.

The paper is structured as follows. In the next section, we briefly discuss related
studies. Then, we describe the data and methods used in the research. We discuss the
main results and finally, we present the conclusion, highlighting implications of the paper.



Chapter 2. Algorithmic Credit Analysis and the use of Discriminatory Variables 16

2.2 Theoretical background
Bias in algorithms may reflect poor and unrepresentative datasets, inadequate

models, erratic human behavior, resulting in unfair outcomes to individuals Akter et al.
(2022). According to Ashok et al. (2022), AI biased by design may divert its original
purpose of serving mankind.

In fact, Giffen, Herhausen e Fahse (2022) argue that, when machine learning helps
decision-making, bias derived by superficial algorithm designs and human stereotypes may
generate discriminatory resolutions, with several negative impacts, in various dimensions
such as financial, social, and reputational.

Makhlouf, Zhioua e Palamidessi (2021) contend that in application processes auto-
mated screening systems may assign a lower probability of acceptance of applicants whose
documents have misspelling and grammatical errors. However, this feature of automated
systems may hinder the acceptance of non-native English speakers since these language
mistakes would be more common in individuals from specific races and birthplaces. In this
context, using machine learning techniques to analyze applicants may weaken diversity
and reinforce bias and discrimination.

Particularly to credit risk analysis, AI can exacerbate bias and prejudice, making it
harder to some groups of individuals get access to loans. This lack of access may preclude
social and economic mobility. Kumar, Hines e Dickerson (2022) point to the phenom of
credit invisibility and observational bias. Credit invisibility arises when a model is trained
based on historical data that predominantly belongs to a certain demographic group,
resulting in disparate predictions among other groups (KUMAR; HINES; DICKERSON,
2022).

In addition, observational bias relates to external factors that change natural con-
ditions and affect loan repayment distribution (e.g. increase in default due to pandemic
conditions), but may not generalize well for future applications (KUMAR; HINES; DIC-
KERSON, 2022).

Jagtiani e Lemieux (2019) discuss the use of alternative data on credit scores.
Alternative data refers to information that usually is not available in consumers credit
files (KUMAR; HINES; DICKERSON, 2022), such as posts and interactions in social
networks or inquiries in search engines. Jagtiani e Lemieux (2019) argue that the use of
such data has improved credit score of borrowers who have fewer or inaccurate credit
records (based on FICO scores), allowing them to get lower-priced credit.

Although alternative sources for data collection may leverage business decision,
Uejio e Bureau (2021) emphasize the need for caution, since it may be difficult or impos-
sible to ensure data quality information in social media or online searches. Additionally,
the very characteristics of interacting in social networks may become proxies for discri-
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minatory attributes. Nevertheless, “less alternative” information, such as cash-flow data,
can provide significant predictive power, specially in situations where traditional credit
history is not available (FINREGLAB, 2019).

The importance of evaluating the absence of discrimination on automated tasks is
fostering the relevance of the concept on fairness in machine learning. Fair ML’s objective
is to make sure that model predictions adhere to statistical fairness standards (KOZODOI;
JACOB; LESSMANN, 2022). In this context, fair ML refers to preventing discrimination
against sensitive groups in the decisions made by machine learning models.

Some measures of statistical fairness have been proposed for a better assessment on
machine learning predictions. More specifically, Barocas, Hardt e Narayanan (2017) define
statistical non-discrimination criteria as statistical formulations that consider random
variables and the decision surface, aiming at an absence of discrimination. The authors
define such criteria as properties of the joint distribution of sensitive features, target
variables and the estimated predicted scores. Three main fairness categories are suggested:
independence, separation and sufficiency (BAROCAS; HARDT; NARAYANAN, 2017).

Considering loan applications, and the inherent missclassification costs, Kozodoi,
Jacob e Lessmann (2022) suggest separation as a more desirable criterion to evaluate
fairness ML by financial institutions. Separation compares the false positive rate and the
false negative rate across groups, requiring that both rates are equal regarding sensitive
attributes.

According to Makhlouf, Zhioua e Palamidessi (2021), fairness in ML can be cate-
gorized into two dimensions: (i) the task and (ii) the type of learning. The former involves
two tasks concerning fairness-aware ML: (i) discrimination discovery, which focuses on
measuring bias in datasets and model predictions, and (ii) discrimination removal, which
prevent discrimination in pre-processing (e.g. manipulating datasets), in-processing (e.g.
model adjusting) and post-processing steps (e.g. modifying predictions). The latter sepa-
rate learning types, such as regression, classification and reinforcement learning.

Legal frameworks and the existence of regulations also highlight an increasing con-
cern in the area (MAKHLOUF; ZHIOUA; PALAMIDESSI, 2021). For instance, Barocas
e Selbst (2016) characterize two frameworks: (i) disparate treatment and (ii) disparate
impacts. A decision is deemed unfair under the disparate treatment framework if it direc-
tly or indirectly uses the person’s sensitive attribute information. For disparate impact, a
decision is unfair if leads to disproportional outcomes for individuals, according to their
sensitive attributes. In this context, financial institutions should be aware of possible
changes that their risk scoring machine learning pipeline should face in order to adhere
to regulations and standards.
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Figure 1 – Range of the monthly interest from 2022 from different loan types (Brazilian
Central Bank).

2.3 Data and methods

2.3.1 Dataset

We use a dataset of a large Brazilian financial institution that operates both in
the retail and wholesale markets. The dataset contains information regarding overdraft
transactions, one of the most common type of personal loans in Brazil. These transactions
mix a financial service associated with a checking account and a revolving pre-approved
line of credit, without collateral. This loan is usually directed to emergency cash needs
and has very high interest rates. Figure 1 shows, using data from the Brazilian Central
Bank, the range of the monthly interest rate for a variety of loans for individuals charged
by the main financial institutions as of March, 2022. Overdraft accounts have the higher
interest rate, with an annual median interest rate of approximately 150%.

Following the Brazilian General Law for Data Protection that took effect in Sep-
tember 2020, the data of the overdraft accounts was anonymized. Some variables were
modified, for instance, multiplied by a factor, to avoid disclosure of strategic informa-
tion of the bank. Therefore, although the descriptive statistics do not represent the real
numbers of the bank, the models reflect the relevance of the variables and the prediction
performance.

The dataset initially included 168,800 observations (automatic pre-approved loans
for overdraft accounts) and 30 columns (attributes of the clients). The study uses the same
original dataset as in Santos, Saavedra e Kimura (2023). However due filtering criteria
and different scope of the study, the final data for train and test are very different. We
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removed redundant columns and columns with more that 60% missing data. Next, we
aggregated some features in order to mitigate the percentage of non-available information
and extract a random sample of 50% of observations.

This process resulted in a final database of 44,612 observations and 8 columns
(7 features and the target variable). The features were: (i) start date of operation, (ii)
genre, (iii) level of education, (iv) age, (v) average balance in savings account over the
last 2 months, (vi) declared gross income and (vii) the time with declared income. The
target variable is default, which is considered in this study as the delinquency defined as
operations that exceed 90 days late in any month, during the first 12 months of duration.

We performed a series of analysis to identify how demographic variables can influ-
ence prediction results of the credit models. First, we use all available variables to assess
performance of the complete models. We apply a variety of ML techniques: k-Nearest
Neighbors, Decision Tree, Random Forest and Gradient Boosting. The Logistic Regres-
sion is set as the baseline model.

Second, we use a stepwise procedure to sequentially remove variables that could
bias the model towards some specific group of borrowers (e.g., genre, age and level of
education). These partial models are then compared with the complete models. We assess
how the absence of some demographic variables, which could lead to bias or prejudice,
impact the forecast of good and bad borrowers.

Additionally, we considered two strategies regarding longitudinal information: (i)
completing shuffling observations in the train dataset and (ii) considering the month of the
operation in a cumulative time-dependent window (e.g., using information from previous
months to predict the next one).

In the first approach, we do not take in consideration differences in grants of
overdraft accounts that occur in different months. Therefore, the analysis of granting
a loan would not depend on a specific economic situation of the country or strategy
performed by the bank to attract new clients in a given month.

In the second approach, the focus is on the specific month of the grant of the pre-
approved loan. Since the bank can have different strategies and efforts to entice clients,
the risk profile of the pre-approved overdraft accounts may have fluctuations among diffe-
rent months. Using this procedure, we aim to analyze differences in performance metrics
considering separate models for each time window.

The train and the test data were splitted in 2/3 and 1/3 of final dataset, respec-
tively. For the strategy considering longitudinal information, two splits were made: (i)
leaving out operations in the last month (test data) and completely shuffling remaining
operations (training data) and (ii) leaving out operations in the 𝑚-th month (test data)
and completely shuffling operations on all 𝑚− 1 previous months (training data).
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Before fitting each final model, we search for the best hyperparameters considering
a 3-fold validation in the train dataset. To compare results, we use different classification
methods to predict defaulters and non-defaulters in these overdraft transactions.

2.3.2 Methods

We compare outcomes of classification of default and non-default prediction from
the traditional Logistic Regression with outcomes of more recent machine learning tech-
niques: k-Nearest Neighbors, Decision Trees, Random Forest and Gradient Boosting.

Logistic Regression (LR) is the most used classification technique among supervi-
sed models. Often defined as the benchmark model in classification problems, LR belongs
to the class of generalized linear models (NELDER; WEDDERBURN, 1972) that covers
probability distributions related to the exponential family.

In LR, a systematic component is built as a linear combination that carries infor-
mation about features. The logit function relates the linear predictor to the expectation
of the target variable, which is assumed to have a Bernoulli distribution. The model is
given by:

𝑃 (𝑌 = 1|𝑋) = log
(︃

𝑝

1− 𝑝

)︃
=

𝑝∑︁
𝑟=1

𝑥𝑖𝑟𝛽𝑟 (2.1)

where 𝑌 is the binary dependent variable, 𝑋 is the vector of independent variables, and∑︀𝑝
𝑟=1 𝑥𝑖𝑟𝛽𝑟 is the linear predictor. The coefficients 𝛽𝑟 are estimated from the training data

using maximum likelihood estimation, equivalent to an iterative least squares process
reweighted on an adjusted variable.

𝑘-Nearest-Neighbor Classifiers (𝑘NN) categorizes a given observation considering
its 𝑘 nearest neighbors. Neighbors are chosen by similarity on the feature space using
Euclidean distance 𝑑(𝑖) = ||𝑥(𝑖) − 𝑥0|| (HASTIE et al., 2009). Therefore, given a query
point 𝑥0 and its 𝑘 nearest neighbors 𝑥(𝑟), 𝑟 = 1, ..., 𝑘, a new observation is classified using
majority vote among the 𝑘 neighbors.

Decision Trees (DT) divide the feature space into simpler regions (JAMES et al.,
2013). A Decision Tree can be represented as a binary tree, where each internal node
represents a decision based on a specific feature, and each leaf node represents a class
label. The method recursively split the data into two regions, modeling the mean of the
dependent variable 𝑌 in each region (HASTIE et al., 2009).

The region is chosen considering a split-point to achieve the best fit, measured
by the information gain, taking into account the feature provided. Information gain is a
measure of the reduction in entropy, or impurity, achieved by splitting the data based
on a specific feature, in a particular threshold or region. In this study, we consider two
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measures of entropy, Gini and Cross-Entropy. The entropy for each tree-based models were
chosen in a grid search combined with other parameters. Therefore, each model selected
the entropy measure that was in the hyperparemeter set that led to the best performance
during cross validation. Let 𝐻(·) be the loss function, Gini and Cross-entropy impurity
measures are respectively given by equations 2.2 and 2.3:

𝐻𝑔(𝑄𝑚) =
∑︁

𝑘

𝑝𝑚𝑘(1− 𝑝𝑚𝑘) (2.2)

𝐻𝑐𝑒(𝑄𝑚) = −
∑︁

𝑘

𝑝𝑚𝑘log(𝑝𝑚𝑘) (2.3)

where 𝑄𝑚 represents the data at node 𝑚 with 𝑛𝑚 samples and 𝑝𝑚𝑘 = 1
𝑛𝑚

∑︀
𝑦𝑖∈𝑄𝑚

𝐼(𝑦𝑖 =
𝑘) is the proportion of observations in node 𝑚 that belongs to class 𝑘.

Random Forest (RF) constitutes an ensemble method which is built upon a com-
bination of multiple decision tree predictors (BREIMAN, 2001). Each tree is trained on a
random subset of the training data and a random subset of the input features, resulting
in a group of de-correlated trees (HASTIE et al., 2009). RF uses a bagging algorithm
(BREIMAN, 1996), resulting in variance reduction by decreasing the correlation between
trees (HASTIE et al., 2009). The process can be illustrated as in Algorithm 2.1 (HASTIE
et al., 2009):

Algorithm 2.1 Random Forest
1.5

1. For 𝑏 = 1 to 𝐵:

a) Draw a bootstrap sample of size 𝑁 from the training data.
b) Grow a decision tree 𝑇𝑏 to the selected data into its terminal nodes.

2. Output of the ensemble of trees: 𝑇𝑏

In Random Forests, 𝐵 subsets are drawn from bootstrap samples for building each
𝑏 tree and the final prediction is made by averaging them (equation 2.4):

𝑓𝑟𝑓 (𝑥) = 1
𝐵

𝐵∑︁
𝑏=1

𝑇𝑏(𝑥) (2.4)

where 𝑇𝑏(𝑥) is the prediction of the 𝑏-th tree for a new point 𝑥.

Boosting is an ensemble method introduced by Freund e Schapire (1997). In the
“AdaBoost.M1."Freund e Schapire (1997), one the most popular boosting algorithm, the
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model is built in sequential steps, with different weights on observations given by the
prediction errors in the previous steps.

The idea is to sequentially apply weak classifiers to repeated modified versions
of the data Hastie et al. (2009). The final predictions are then estimated by a weighted
majority vote, described as follows (HASTIE et al., 2009):

𝐺(𝑥) = 𝑠𝑖𝑔𝑛

(︃
𝑀∑︁

𝑚=1
𝛼𝑚𝐺𝑚(𝑥)

)︃
(2.5)

where 𝛼𝑚 is the weight of the contribution of each weak classifier 𝐺𝑚. Applying
weights in each 𝑚 step results in a modification of the data set, where observations are
individually reweighted according to misclassifications on step 𝑚− 1.

Since the dataset is unbalanced, as it is usual in credit analysis, we perform two
balancing techniques to train the models: (i) Synthetic Minority Oversampling Technique
and (ii) Bagging for Imbalanced Data.

Synthetic Minority Oversampling Technique (SMOTE) is one of the most popular
over-sampling methods for dealing with imbalanced datasets. Proposed by Chawla et al.
(2002), it over-samples the minority class with synthetic observations. A new observation
𝑥𝑛𝑒𝑤 is generated by computing the difference on the feature space under consideration,
as:

𝑥𝑛𝑒𝑤 = 𝑥𝑖 + 𝜆× (𝑥𝑧𝑖 − 𝑥𝑖) (2.6)

where 𝑥𝑧𝑖 is one of the 𝑘 neareast-neighbors from 𝑥𝑖 and 𝜆 is a random number
between 0 and 1.

In addition, we use an algorithm based on Bagging for Imbalanced Data. Bagging
Classifier is an ensemble of models fitted on a random redistribution of the training set
(MACLIN; OPITZ, 1997). Bagging for Imbalanced Data provides, for each classifier, a
balanced subsample dataset from the training set. Therefore, it builds multiple base lear-
ners, trained on balanced observations, aggregating their predictions (HIDO; KASHIMA;
TAKAHASHI, 2009). Final classification is made by averaging predicted probabilities.
The framework is an ensemble-based meta-learning algorithm (HIDO; KASHIMA; TA-
KAHASHI, 2009), since it can be applied for general classifiers.

2.4 Results
In this section, we compare evaluation metrics that arise from different scenarios

of algorithm setup. Considering the loan application context, some metrics are especially
compelling. For instance, Recall reflects the proportion of default operations correctly
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Table 1 – Total operations per month

Operation start month Frequency Relative Freq. Default rate
May 2956 6.60 % 5.68 %
June 5260 12.6 % 5.76 %
July 7805 18.7 % 5.52 %
August 9033 21.7 % 7.66 %
September 9646 23.2 % 7.09 %
October 9912 23.8 % 5.99 %

identified by a given model. From a financial institution perspective, an increase in Recall
would mean that a granted loan is less likely to default. In contrast, Precision reflects the
fraction of actual default operations among the ones predicted as default by the model.
There is a trade-off between these metrics where an increase in one may, very often,
be accompanied by a decrease in the other. Therefore (among other metrics), we also
compute the area under the receiver-operating characteristic curve (AUC), which reflects
the probability that a model predicts a higher risk score for a randomly chosen default
operation than for a randomly non-default operation selected.

We also show results for Specificity, F1-Score, Geometric mean, and Index Balan-
ced Accuracy. Specificity indicates the proportion of good borrowers with a low probability
of default, thus identified as good borrowers. Geometric mean aims to maximize accuracy
for each class while keeping those accuracies balanced, reaching high values if both Pre-
cision and Recall are high and in equilibrium, giving the same weight for both scenarios
(KUBAT; MATWIN et al., 1997). In a more elaborated fashion, F1-score computes the
harmonic mean from Precision and Recall. The Index Balanced Accuracy measure combi-
nes accuracy across both classes in a weighted manner, favoring the most important class
(GARCÍA; MOLLINEDA; SÁNCHEZ, 2009), in this case, non-performing operations.

From an initial analysis, the number of observations increases in the more recent
months. The last month contains almost a quarter of the total observations. This result
may reflect different strategies of the bank to grant clients access to pre-approved loans.

Default rate sharply increase on August (7.66%) and September (7.09%), but then
returns to 5.99% in October, a level close to the first three months. As an 1% of addi-
tional default risk can be significant, we identify that the analysis of loans by different
granting approval dates can be relevant. The difference on rates and total number of ob-
servations per month highlight the caution needed for longitudinal assessments. Strategies
of the bank in granting these pre-approved loans within the months can reflective more
conservative or aggressive approaches to win over the customer.

Qualitative variables considered sensitive information presented different default
by level (Table 2). Gender shows a 1% lower default rate for female customers. Loans
granted to customers with lower registered educational levels present higher default rates.
For instance, customers up to elementary school have twice the default rate of those
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with higher education. The quantitative, sensitive variable Age, showed close values with
mean (and standard deviation) of 34.4 (±10) for non-default and 33.8 (±10.4) for default
customers.

Table 2 – Default rate by gender and educational level

Sensible Feature Level Frequency Relative Freq. Default rate

Gender Male 24402 54.7 % 6.9 %
Female 20210 45.3 % 5.9 %

Educational Level
Elementary school 1950 4.37 % 9.9 %
Middle school 30414 68.17 % 7.2 %
Higher education 11245 25.21 % 4.2 %
Graduate school 1003 2.25 % 2.9 %

We consider five classification models: Logistic Regression, KNN, Decision Tree,
Random Forest, and Gradient Boosting, with two strategies to split observations into
training/test data: (i) an utterly random split and (ii) a time-dependency split; and with
two approaches for balancing the training dataset: (i) balanced bagging estimators and
(ii) SMOTE.

We run each configuration with four different set of input features, by sequentially
removing sensitive variables in the following way: (None) without removing any featu-
res; (G) removing Gender; (GE) removing Gender and Education; and (GEA) removing
Gender, Education, and Age. All approaches combined result in 80 different models. The
following metrics are computed: AUC, Recall, Precision, Specificity, F1-score, Geometric
Mean Score, and Index Balanced Accuracy. Evaluation metrics from 40 models trained
on a random split dataset are presented in Table 3, whereas Table 4 displays metrics from
40 models trained considering a time-window dependency.

When comparing AUC of each classifier within the same setup, ensemble methods
present better metrics. With random training/test split, Random Forest has the highest
values in 6 out of 8 setups and Gradient Boosting in 1 out of 8 (while being second best
in other 6). When considering time-dependency split, Random Forest outperforms 4 out
of 8 (while being second in other 2) and Gradient Boosting in 1 out of 8 scenarios (while
being second in other 4).

The ROC curve and respective AUC values are displayed considering this longitudi-
nal view (varying classifiers within each strategy configuration): without time-dependency
with balanced bagging estimators (Figure 2) and SMOTE oversapling (Figure 3); and con-
sidering time-dependency split with balanced bagging estimators (Figure 4) and SMOTE
oversampling (Figure 5). It is worth noting the significant drop in performance presen-
ted by k-NN when trained on synthetic observations generated by SMOTE. Since these
synthetic observations are also generated by k-NN, it may lead to an overfitting cycle.

Figure 6 depicts (a) Recall and (b) Precision for models trained on a shuffled da-
taset and considering a sequential removal of features. With balanced bagging estimators
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Table 3 – Results for models trained considering a random split

Strategy Modelo Features Removed AUC Recall Precision Specificity F1-Score Geo IBA

Bagging
Classifier

Logistic Regression
None 0.6302 0.5865 0.0932 0.5998 0.1609 0.5931 0.3514
Gender 0.6316 0.5907 0.0943 0.6022 0.1627 0.5964 0.3553
Gender, Education 0.6172 0.5440 0.0891 0.6097 0.1531 0.5759 0.3295
Gender, Education, Age 0.6169 0.5627 0.0904 0.6027 0.1557 0.5823 0.3378

KNN
None 0.6131 0.5699 0.0871 0.5809 0.1511 0.5754 0.3307
Gender 0.6216 0.5948 0.0905 0.5806 0.1571 0.5877 0.3458
Gender, Education 0.6111 0.6145 0.0886 0.5566 0.1549 0.5848 0.3440
Gender, Education, Age 0.6124 0.6228 0.0872 0.5425 0.1529 0.5813 0.3406

Decision Tree
None 0.6459 0.6321 0.0957 0.5809 0.1662 0.6060 0.3691
Gender 0.6464 0.6425 0.0944 0.5676 0.1646 0.6039 0.3674
Gender, Education 0.6416 0.6456 0.0934 0.5604 0.1632 0.6015 0.3649
Gender, Education, Age 0.6348 0.6570 0.0917 0.5437 0.1610 0.5976 0.3612

Random Forest
None 0.6502 0.6591 0.0959 0.5641 0.1674 0.6097 0.3753
Gender 0.6488 0.6466 0.0960 0.5729 0.1672 0.6087 0.3732
Gender, Education 0.6400 0.6580 0.0934 0.5521 0.1636 0.6027 0.3671
Gender, Education, Age 0.6402 0.6819 0.0918 0.5268 0.1618 0.5993 0.3648

Gradient Boosting
None 0.6496 0.6435 0.0961 0.5755 0.1673 0.6086 0.3729
Gender 0.6476 0.6456 0.0968 0.5777 0.1684 0.6107 0.3755
Gender, Education 0.6412 0.6756 0.0926 0.5358 0.1629 0.6017 0.3671
Gender, Education, Age 0.6400 0.6974 0.0912 0.5126 0.1613 0.5979 0.3641

SMOTE

Logistic Regression
None 0.6280 0.5979 0.0901 0.5764 0.1566 0.5871 0.3454
Gender 0.6268 0.6010 0.0914 0.5808 0.1586 0.5908 0.3498
Gender, Education 0.6138 0.6155 0.0872 0.5479 0.1527 0.5807 0.3395
Gender, Education, Age 0.6154 0.6124 0.0875 0.5522 0.1532 0.5816 0.3402

KNN
None 0.5725 0.4860 0.0815 0.6156 0.1395 0.5470 0.2953
Gender 0.5685 0.4788 0.0812 0.6198 0.1388 0.5447 0.2926
Gender, Education 0.5638 0.4642 0.0788 0.6195 0.1348 0.5363 0.2831
Gender, Education, Age 0.5636 0.4705 0.0820 0.6306 0.1397 0.5447 0.2919

Decision Tree
None 0.6306 0.6187 0.0969 0.5953 0.1675 0.6069 0.3692
Gender 0.6266 0.6135 0.0968 0.5985 0.1672 0.6060 0.3677
Gender, Education 0.6140 0.6062 0.0949 0.5946 0.1642 0.6004 0.3609
Gender, Education, Age 0.6220 0.6653 0.0889 0.5219 0.1569 0.5893 0.3522

Random Forest
None 0.6414 0.6446 0.0938 0.5634 0.1638 0.6026 0.3661
Gender 0.6254 0.6663 0.0861 0.5040 0.1525 0.5795 0.3413
Gender, Education 0.6335 0.6280 0.0931 0.5707 0.1621 0.5987 0.3604
Gender, Education, Age 0.6375 0.6135 0.0957 0.5933 0.1655 0.6033 0.3647

Gradient Boosting
None 0.6241 0.6166 0.0968 0.5966 0.1674 0.6065 0.3686
Gender 0.6446 0.6062 0.0959 0.5989 0.1655 0.6025 0.3633
Gender, Education 0.6331 0.6922 0.0912 0.5163 0.1612 0.5978 0.3637
Gender, Education, Age 0.6371 0.6953 0.0904 0.5092 0.1600 0.5950 0.3607
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Table 4 – Results for models trained considering a time-window dependency

Strategy Classifier Features Removed AUC Recall Precision Specificity F1-Score Geo IBA

Bagging
Classifier

Logistic Regression
None 0.6334 0.6296 0.0835 0.5596 0.1475 0.5936 0.3548
Gender 0.6347 0.6481 0.0858 0.5599 0.1516 0.6024 0.3661
Gender, Education 0.6197 0.6279 0.0820 0.5519 0.1451 0.5887 0.3492
Gender, Education, Age 0.6195 0.6364 0.0826 0.5495 0.1462 0.5913 0.3527

KNN
None 0.6319 0.6515 0.0819 0.5347 0.1456 0.5902 0.3524
Gender 0.6345 0.6700 0.0838 0.5327 0.1489 0.5975 0.3618
Gender, Education 0.6251 0.6684 0.0800 0.5099 0.1429 0.5838 0.3462
Gender, Education, Age 0.6219 0.6582 0.0796 0.5145 0.1419 0.5819 0.3435

Decision Tree
None 0.6457 0.6380 0.0856 0.5653 0.1509 0.6005 0.3633
Gender 0.6448 0.6263 0.0863 0.5771 0.1516 0.6012 0.3632
Gender, Educaion 0.6422 0.6768 0.0828 0.5222 0.1476 0.5945 0.3589
Gender, Education, Age 0.6374 0.6414 0.0850 0.5601 0.1502 0.5994 0.3622

Random Forest
None 0.6493 0.6633 0.0838 0.5379 0.1488 0.5973 0.3613
Gender 0.6489 0.6700 0.0857 0.5444 0.1520 0.6040 0.3694
Gender, Education 0.6398 0.7222 0.0819 0.4842 0.1472 0.5914 0.3580
Gender, Education, Age 0.6339 0.7340 0.0807 0.4671 0.1454 0.5855 0.3520

Gradient Boosting
None 0.6451 0.6717 0.0842 0.5340 0.1496 0.5989 0.3636
Gender 0.6454 0.6818 0.0838 0.5249 0.1493 0.5982 0.3635
Gender, Education 0.6401 0.6987 0.0837 0.5127 0.1495 0.5985 0.3648
Gender, Education, Age 0.6366 0.6886 0.0846 0.5249 0.1506 0.6012 0.3673

SMOTE

Logistic Regression
None 0.6300 0.6902 0.0844 0.5230 0.1505 0.6008 0.3670
Gender 0.6301 0.6835 0.0851 0.5313 0.1513 0.6026 0.3687
Gender, Education 0.6185 0.6330 0.0808 0.5408 0.1433 0.5851 0.3455
Gender, Education, Age 0.6195 0.6380 0.0814 0.5412 0.1444 0.5876 0.3487

KNN
None 0.5590 0.4630 0.0696 0.6056 0.1210 0.5295 0.2764
Gender 0.5653 0.4747 0.0718 0.6087 0.1247 0.5376 0.2851
Gender, Education 0.5675 0.4764 0.0726 0.6121 0.1260 0.5400 0.2877
Gender, Education, Age 0.5765 0.4916 0.0742 0.6091 0.1290 0.5472 0.2959

Decision Tree
None 0.6212 0.6145 0.0863 0.5854 0.1514 0.5998 0.3608
Gender 0.6182 0.5589 0.0907 0.6427 0.1561 0.5994 0.3562
Gender, Education 0.6170 0.6549 0.0824 0.5350 0.1464 0.5919 0.3546
Gender, Education, Age 0.6189 0.7121 0.0794 0.4737 0.1429 0.5808 0.3454

Random Forest
None 0.6380 0.6633 0.0842 0.5401 0.1494 0.5986 0.3627
Gender 0.6306 0.6582 0.0829 0.5356 0.1472 0.5938 0.3569
Gender, Education 0.6214 0.6953 0.0811 0.4981 0.1453 0.5885 0.3531
Gender, Education, Age 0.6287 0.7020 0.0810 0.4926 0.1453 0.5881 0.3531

Gradient Boosting
None 0.6069 0.6380 0.0834 0.5532 0.1476 0.5941 0.3560
Gender 0.6393 0.5993 0.0872 0.6002 0.1523 0.5998 0.3597
Gender, Education 0.6207 0.7104 0.0806 0.4833 0.1447 0.5859 0.3511
Gender, Education, Age 0.6206 0.7172 0.0804 0.4772 0.1446 0.5850 0.3505
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(a) (b)

(c) (d)

Figure 2 – ROC Curve and AUC for balanced bagging classifiers trained on a random
split dataset and removing the following features: (a) None (b) Gender (c)
Gender and Education (d) Gender, Education and Age

(left), ensemble methods outperform all models in both Recall and Precision. As sensible
features are removed, an increase in Recall can be observed (Figure 6a, left), which leads
to a decrease in Precision (Figure 6b, left). Therefore, for this class of models, the removal
of sensitive features indicates a more restrictive threshold for granting operations. With
SMOTE (Figure 6, right) a higher variability can be observed, with no clear pattern.
Gradient boosting shows a significant increase in Recall (and decrease in precision) when
education is removed.

With time-split models better Recall are achieved by ensemble models (Figure
7a). Considering Precision (Figure 7b), Decision Trees perform well, but also shows a sig-
nificant decrease when educational level are removed for syntethic observations (Figure
7b, right). Since the data presented a greater disparity in default rates among educatio-
nal level, oversampling the minority class with synthetic observations can emphasize its
importance during training.
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(a) (b)

(c) (d)

Figure 3 – ROC Curve and AUC for smote classifiers trained on random split dataset
and removing the following features: (a) None (b) Gender (c) Gender and
Education (d) Gender, Education and Age

In general, better AUC values are achieved by Balanced Bagging Classifier esti-
mators rather than SMOTE. However, Balanced Bagging estimators shows a consistent
decrease in AUC as sensible features are withdrawn. In contrast, SMOTE results presents
a more variable behavior due to removal of features. In some cases, it even shows an incre-
ase in performance with ensemble models. In this sense, a pre-defined strategy could help
choosing which pipeline to use, for example knowing before hand which (if any) sensitive
feature are strictly required to be removed.

Maintaining all other factors constant, AUC values from different split strate-
gies raise no significant difference. However, specific classifiers tend to perform better
with a particular strategy. For instance, Gradient Boosting showed better performance
considering a completely random split, whereas Logistic Regression perform better in a
time-dependency training dataset. Therefore, this can vary greatly from a range of factors,
such as, seasonal behavior, information available for using as input features and objective
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(a) (b)

(c) (d)

Figure 4 – ROC Curve and AUC for balanced bagging classifiers trained considering a
time-window dependency and removing the following features: (a) None (b)
Gender (c) Gender and Education (d) Gender, Education and Age

of the study.

All algorithms demonstrated a greater capacity to identify non-performing ope-
rations with time-dependency models, i.e., presented highest Recall values. This result
could be lead because the training doesn’t incorporate the plunge that happened in the
default rate in the last month, and it gets more rigorous than models that considered
that drop. In a scenario of more significant uncertainty, where banks do not know what
to expect in subsequent periods, a model trained on previous operations may be more
conservative, reflecting a stricter threshold for lending. Pipeline models must be aligned
with the institution’s business strategy, which aligns with the current conjuncture.
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(a) (b)

(c) (d)

Figure 5 – ROC Curve and AUC for smote classifiers trained considering a time-window
dependency and removing the following features: (a) None (b) Gender (c)
Gender and Education (d) Gender, Education and Age

2.5 Conclusion
Decision in credit risk can be highly supported by machine learning automated

models. These models should be optimized for known evaluation metrics, such as precision
and recall, with the caution of avoiding historical bias rising from sensitive attributes.

Considering information on overdraft loans of a Brazilian financial institution, we
illustrate several strategies for the trade-off of performance and bias of models by se-
quentially removing sensible information. We identified model set ups, such as Balanced
Bagging ensemble estimators, that do not consider sensitive features and bring no sig-
nificant performance decrease. In some cases, a higher proportion of identified defaulted
transactions is achieved when these features are removed, satisfying mathematical pro-
perties of the modeling algorithm and avoiding historical bias as an input. Among the
sensitive variables considered in this study, educational level results in more considerable
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(a)

(b)

Figure 6 – Random split: (a) Recall and (b) Precision results.

changes in performance metrics, which may due to its larger disparity on default rate
among classes.

We analyze different quantitative models and balancing strategies, as well as dif-
ferent configurations of data. We try to assess whether removing discriminatory variables
lead to distinct results when applied to different granting months, as bank strategies to
win over clients could differ.

Financial regulation and market standards can directly impact financial instituti-
ons mechanisms of building predictive risk score models, taking into account the increasing
concern on fairness of machine learning algorithms. As discussed, there are many initi-
atives regarding this issue, such as from those of the European Union’s General Data
Protection Regulation (GDPR), the Settlements (FSI Insights on policy implementation,
2021) and the Singapore (Thematic Review, 2022). Therefore, we contribute to the li-
terature by providing possible strategies that do not necessarily reduce expected model
performance, and at the same time refraining from using sensitive information.
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(a)

(b)

Figure 7 – Time-dependency split: (a) Recall and (b) Precision results.
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3 Lifetime Probability of Default with Survi-
val Analysis and Ensemble Methods

3.1 Introduction
The recent spread of available data and the increase in computational processing

power allow the development of more complex and robust predictive and prescriptive
quantitative models in many fields. In the financial industry, models that demand more
granular data and enhanced computing capability are becoming increasingly common.
These tools help decision making in various fields such as customer segmentation, portfolio
selection, derivatives pricing and risk management. However, banks and regulators still
have concerns about the applicability of these quantitative and computational models,
since although useful, may hinder potential and unknown systemic risks.

One common use of quantitative models in financial institutions relates to credit
risk management, which is one of the major risks that financial institutions face. Credit
risk is mainly associated with potential losses due to the possibility of a borrower defaul-
ting. Credit scoring is one of the approaches that has been mainly used over the past years
(THOMAS; CROOK; EDELMAN, 2017), which involves get an estimate/probability of
the outcome. Traditionally, banks make use of statistical models to measure risk and
make decisions about credit facilities. For instance, quantitative models are already used
on decisions about (i) granting or rejecting a credit loan, (ii) defining limits of expo-
sure to default risk, (iii) establishing interest rates of loans, (iv) calculating provisions
necessary to cover expected losses, (v) setting equity capital to comply with regulatory
requirements, etc.

More specifically, due to the frequent changes in banking regulations, there are
several techniques to model the Probability of Default (PD) of a loan or borrower that were
developed over the last years. Despite the overall guidance given by the Basel Committee
and by the Central Banks of the countries, there is some flexibility for financial institutions
to decide which methodology they will use to estimate PD for managerial and regulatory
purposes.

Taking into account the broad academic literature on PD and the current regula-
tion, one important research topic involves the study of credit risk in the context of the
new guidelines from the International Financial Reporting Standards 9 (IFRS 9) issued
by the International Accounting Standards Board (IASB). The IFRS 9 requires relevant
changes in modelling PD, and therefore the topic of our paper is relevant both for aca-
demics and practitioners. In particular, new accounting standards call for an estimate
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of a lifetime expected credit losses instead of only within a specific time period, i.e., 12
months, or when an impairment occurs.

In this study, we investigate an alternative approach to analyse the probability
of default until the maturity of credit card refinancing transactions with classification
models, exploring Ensemble Methods and Survival Analysis with tree base learners. This
paper compares (i) the baseline Cox’s Proportional Hazard (Cox PH) model, (ii) Cox Re-
gression with elastic net regularization, (iii) Survival Trees, (iii) Random Survival Forest
(RSF), (iv) Gradient Boosted Survival Trees and (v) Component Wise Gradient Boosted
Survival Tree. In addition, the dataset consists of refinancing credit card loans, investi-
gating a different type of borrower; the one that has already defaulted on the original
loan.

This paper is structured as follows. In the next section we discuss the context
and review some of the relevant related literature. We then describe the material and
methods used in the study. Finally, we present our results and conclusions, highlighting
the contribution of the paper the academic literature and to the practice of credit risk
management, discussing limitations and challenges to study PD from a survival modelling
perspective.

3.2 Contextualization

3.2.1 Credit Risk

By releasing the Basel II Accord, the Basel Committee on Banking Supervision
(BCBS) presented an approach for financial institutions to measure the capital required
to face credit risk losses through internally estimated risk parameters. From these para-
meters, financial institutions can calculate the value of the Expected Credit Loss (ECL),
defined according to Equation 3.1 (BCBS, 2006).

ECL = PD · LGD · EAD (3.1)

where the risk parameters are: (i) Probability of Default (PD), probability that a
borrower will default on the agreed contract, (ii) Loss Given Default (LGD), percentage of
the value of a loan that is lost when the borrower defaults, and (iii) Exposure at Default
(EAD), the credit exposure, in monetary values, at the time of default.

Several techniques have been used to estimate credit risk parameters. However, the
BCBS emphasizes the need for banks to monitor the effectiveness of their models in cal-
culating the credit parameters PD, LGD, and EAD (BCBS, 2005). Although PD models
were, in comparison with LGD and EAD models, more explored by academics and prac-
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titioners, recent regulation, e.g., IFRS 9, imposed the need for significant enhancements
for addressing the probability of a loan become delinquent.

3.2.2 IFRS9

Since 2018, a new accounting standard published by the International Accounting
Standards (IASB), the IFRS 9, is in effect in a large number of countries (International
Accounting Standards Board, 2014). This new standard changes the classification and
measurement of financial assets and liabilities, impacting many elements of companies,
such as income statement, credit risk calculation, data management, etc.

Specifically for credit risk, the main change brought by the new standard involves
the Expected Credit Loss (ECL) measurement, which is based on the definition of three
risk stages as a criterion for its calculation (International Accounting Standards Board,
2014):

1. For performing credit positions that do not significantly increase risk, the expected
12-month loss must be calculated;

2. For under performing credit positions that are classified, based on criteria defined
by the institution, as having significant increases in risk, the expected loss must be
calculated for the lifetime of the operation; and

3. For non-performing or defaulted assets, the expected loss is calculated for the entire
lifetime of the credit transaction.

The inclusion of risk aggravation stages changes the estimation of the risk para-
meters of the ECL, including the PD. Rather than presenting an estimation for a limited
time horizon, i.e., 12-month period, financial institutions should generate the lifetime pro-
bability of default of the credit exposure. A lifetime estimate of the probability of default
is a challenging issue for financial institutions, due to the characteristics of their credit
exposure, such as high volume and long term maturity.

3.2.3 Probability of Default

Although PD is used in the calculation of the ECL, banks can take advantage of
default models for a variety of other purposes, such as (i) definition of credit limits, (ii)
decision-making on a borrower’s eligibility, (iii) definition of interest rates, (iv) calculation
of credit provisions, and (v) calculation of regulatory and economic capital to cope with
credit losses. Specific problems related to credit risk and PD modelling represent relevant
challenges in the banking industry and can be investigated with the use of machine lear-
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ning and data mining methods, which is associated with a process for discovering patterns
in data (LEFEBVRE-ULRIKSON et al., 2016).

PD models aim at identifying the probability that a customer or a counterparty
in a given transaction will not meet the clauses of a credit agreement. Banks build PD
models using historical data on credit operations, personal characteristics and behaviour
of their customers. In some models, macroeconomic variables are also used for credit risk
modelling and can bring significant impact into the models as described by (DJEUNDJE;
CROOK, 2018).

Traditional statistical methods, such as logistic regression, discriminant analysis,
and decision trees have been used to credit risk applications (HAND; HENLEY, 1997).
However, more recently advances in computing processing power and artificial intelligence
algorithms fostered other approaches to evaluate credit risk. For instance, (YEH; LIEN,
2009) compare different classification models on a Taiwan credit card dataset, comparing
their predictive accuracy. The authors find that a higher coefficient of determination is
produced by artificial neural networks.

In contrast, (NILOY; NAVID, 2018) concludes that Naive Bayes outperform Lo-
gistic Regression using credit card data to model probability of default. (LESSMANN
et al., 2015) compares 41 classification models with 8 datasets and also found that ANN
outperform several other individual classifiers, but recommend RF as benchmark for com-
paring new classification algorithms and suggests that outperforming LR can no longer
be interpreted as a signal of methodological advancement.

To address limitations of traditional credit models, which usually focus on a proba-
bility of default within a given period, an alternative mechanism to estimate the lifetime
PD is to apply Survival Analysis (SA). More particularly, SA takes into consideration the
time until an event of interest occurs and its application in financial context has been
growing (ANDREEVA, 2006; ANDREEVA; ANSELL; CROOK, 2007; DIRICK; CLAES-
KENS; BAESENS, 2017). In the context of credit operations, the event of interest can
be the default. Therefore, SA is useful to analyze PD throughout the total term of the
credit exposure. In the context of survival analysis being used to investigate credit risk,
literature has shifted from the traditional model towards machine learning algorithms.

(NARAIN, 1992b) first applied survival analysis in credit risk management, fitting
an accelerated life exponential model to a 24 months loan data. In addition, the author
built a scorecard using multiple regression and concluded that supporting the score with
estimated survival times could lead to a better credit-granting decision. (CHOPRA; BHI-
LARE, 2018) found that logistic regression outperform Random Survival Forests in out-
of-sample evaluation, considering the default for Small and Medium Enterprises (SMEs).

(FANTAZZINI; FIGINI, 2008) compares base decision tree classifiers with ensem-
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ble methods. The study reveals that ensemble methods outperformed classical methodo-
logies, highlighting the usefulness of gradient boosting. More recently, (XIA et al., 2021)
proposes the SurvXGBoost algorithm and indicates that it outperform other benchmark
models in terms of predictability and misclassification cost, considering the probability
of default of a loan application. The dataset used was regarded to a major P2P lending
platform in the US, between jan/2009 and Dec/2013.

Exemplifying the broad scope of studies using machine learning techniques, (BAI;
ZHENG; SHEN, 2021) shows that gradient boosting survival tree outperforms other exis-
ting methods by C-index, KS and AUC. The study was conducted using the Lending Club
loan dataset retrieved from Kaggle, with operations between 2007 and 2015.

Although RSF methods have been used mainly in medicine (BELLE et al., 2011;
PARIZADEH et al., 2017; BALAZY et al., 2019), its applications in credit risk growing
in a fast pace, once the results can provide useful information on the field (BREIMAN,
1984).

3.3 Methodology

3.3.1 Survival Analysis

Survival Analysis methods explore the time to an event in a given population and,
in comparison with others traditional classification models, such as Discriminant Analysis
and Logistic Regression, add the feature of assessing probability over time (BELLOTTI;
CROOK, 2008).

In credit risk context, the probability of the borrower not manifesting the event of
interest (default) longer than time 𝑡 is quantified by the survival function:

𝑆(𝑡) = 𝑃 (𝑇 ≥ 𝑡) (3.2)

Therefore, Survival Analysis can be used to investigate whether the borrower will
default or not, as well as the change in the rate of occurrence of default until a given time
𝑡:

ℎ(𝑡) = lim
𝛿𝑡→0

𝑃 (𝑡 ≤ 𝑇 < 𝑡 + 𝛿𝑡|𝑇 ≥ 𝑡)
𝛿𝑡

(3.3)

where 𝑇 is a random variable associated with the survival function, specified in
equation 3.2 and ℎ(𝑡) is the harzard function that quantifies the event rate at time 𝑡

conditional on survival up to 𝑡.
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Applying SA to credit, (BELLOTTI; CROOK, 2008) performed a study in which
they used the Cox PH model to conduct a Survival Analysis studying a sample of credit
card transactions provided by a UK bank. The technique follows a semi-parametric model,
where the effect of the covariates is used to adjust an unknown probability distribution
to a known probability distribution. The results showed that the Survival Analysis has
a competitive performance in relation to the Logistic Regression, with the advantage of
allowing the estimation of a lifetime probability of default.

Additionally, (DUROVIĆ, 2019) carried out a study on PD modelling, taking
into consideration the implementation of the IFRS 9 guidelines. In the study, the authors
concluded that the use of Survival Analysis can be relevant to estimate the PD, considering
the mandatory estimation of the exposure during the whole lifetime period of the credit
facility.

3.3.2 Cox Proportional-Hazards Model

The Cox Proportional-Hazards (Cox PH) model (COX, 1972) is one of the most
traditional approaches based on time-to-event techniques. It assumes that the failure rates
of two groups are constant, i.e., follow proportional functions.

Considering 𝑝 covariates and a vector 𝑥 = (𝑥1, ..., 𝑥𝑝), the general form of the Cox
Model is given by:

𝜆(𝑡) = 𝜆0(𝑡) 𝑔(𝑋𝛽)

where 𝑔(.) is a non-negative function. This model is comprised by two components:
a non-parametric 𝜆0(𝑡), which is not specified; and a parametric component which is
usually used as:

𝑔(𝑋𝛽) = exp(𝑋𝛽) = exp(𝛽1𝑥1 + · · ·+ 𝛽𝑝𝑥𝑝)

where 𝛽 is a 𝑝 × 1 vector of parameters for each covariable. The paremeters es-
timation are given by Breslow’s approximation to the log likelihood (KALBFLEISCH;
PRENTICE, 1973), using Newton-Raphson method.

For penalized Cox Models, a penalty parameter 𝜆 is considered in the partial
log-likelihood (VERWEIJ; HOUWELINGEN, 1994) function:

𝑙𝜆(𝛽) = 𝑙(𝛽)− 1
2 𝜆 𝑃 (𝛽)

where 𝜆 is a non-negative weight parameter and 𝑃 (𝛽) is the penalty function. Zou
and Hastie (ZOU; HASTIE, 2005) proposed elastic net penalty, defined as:
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𝑃𝜆,𝛼 =
𝑝∑︁

𝑗=1
𝜆
(︂

𝛼|𝛽𝑗|+
1
2(1− 𝛼)𝛽2

𝑗

)︂

with 𝜆 > 0 anda 0 < 𝛼 ≤ 1 combining 𝑙1 and 𝑙2 norms. The use of such penalties
leads to well-know regression models (such as Lasso, Ridge and Elastic-Net) applied to
survival analysis context.

3.3.3 Tree-based Models

Tree-based models involve segmenting the covariates space into a number of simpler
regions aiming at making a prediction for a given observation. These models provide an
alternative to linear and additive models, regression problems, and linear logistic/additive
logistic models for classification problems. In this context, tree-based models are suitable
for classification and regression problems in which there is a set of explanatory variables
and a single-response variable.

Decision Trees (DT) have many advantages when comparing to others traditional
classification and regression models, such as (i) the easiness of the explanation of the
relationship between independent and dependent variables, (ii) the logical process for
creating the nodes that are more similar to the human decision-making process, (iii) the
intuitive classification rules conveyed in figures that depict the decision trees, etc.

An important disadvantage of the Decision Tree models is that its accuracy tends
to be lower than of other regression and classification models. Despite this disadvantage,
there are different methods to optimise the predictive power of the tree-based models
by aggregating many decision trees, through bagging, random forests, and boosting. The
intuition of Decision Tree can be applied in a Survival Analysis context, allowing the
investigation of PD models through the lifetime of the credit facility, as required by the
regulation.

In this study, we investigate Survival Trees and Random Survival Trees, which are
data mining techniques based on machine learning that are extensions of Decision Trees.

3.3.4 Survival Tree

Survival Tree (ST) is a tree-based method in which a splitting rule is used for
grouping individuals or observations from their covariates. Each group is selected based
on its survival behaviour (BOU-HAMAD et al., 2009).

ST has been applied in various areas. For instance, (COHN et al., 2009) used the
survival tree technique to identify the risk factors in the diagnose of children with neph-
roblastoma. In the study, characteristics that influence the time to relapse, malignancy
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or death of the patient were identified and a risk hierarchy was created that allows the
indication of different treatments given certain characteristics.

In our work, we build the survival tree technique using a splitting criterion based on
maximum likelihood, where the chosen cut-off point maximizes the observed log-likelihood
function, described in equation 3.4 (BOU-HAMAD et al., 2009):

𝑙𝑙(𝑗) =
𝐾∑︁

𝑡=1

[︁
𝑛𝑡1(𝑡)𝑙𝑛(�̂�(𝑡)) + 𝑛𝑡0(𝑡)𝑙𝑛(𝑆(𝑡))

]︁
(3.4)

where 𝑛𝑡𝑑(𝑗) is the number of individuals in node 𝑗 with observed time 𝜏𝑖 = 𝑡,
𝑑 = 0, 1 stands for right-censored or true time-to-event observations, respectively; �̂�(𝑗)
and 𝑆(𝑗) are the maximum likelihood estimators of the parameters 𝜋(𝑗) and 𝑆(𝑗), which
stands for the probability of events and survival probabilities, respectively.

3.3.5 Random Survival Forest

Random Survival Forest (RSF), proposed by (ISHWARAN et al., 2008a), uses
ensemble methods on survival trees to obtain the ensemble cumulative hazard function
(CHF). The RSF takes advantage of randomisation in two ways; (i) by randomly drawing
𝐵 bootstrap samples for each tree, and at each node of a tree, and (ii) by randomly
selecting a subset of variables to split. Therefore, the split node is chosen using the selected
candidate variable that maximise the survival differences in the child nodes. (BELLINI,
2019) considered the Random Survival Forest an alternative for modeling PD lifetime, as
well as other techniques of survival analysis and machine learning.

(ISHWARAN et al., 2008a) give an overview of the framework of RSF, described
in the following steps:

1. Draw 𝐵 bootstrap samples

2. Build a survival tree for each sample. Randomly select 𝑝 variables at each node. The
cut-off point maximizes the survival difference between the child nodes.

3. Grow the tree until the constraints are not violated.

4. Calculate the CHF for each single tree and average them to obtain the ensemble
CHF.

5. With the out-of-sample data, compute the prediction error for the ensemble CHF.

3.3.6 Gradient Boosted Survival Trees

Gradient boosting (FRIEDMAN, 2001) stands for an alternative approach for the
optimization problem. More specifically, it works in an additive manner, where models
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are sequentially updated on former residuals. These models are usually referred to as base
learners or weak learners, as they are often simple models. Hence, the overall form of the
final model can be described as:

𝑓(x) =
𝑀∑︁

𝑚=1
𝛽𝑚𝑔(x; 𝜃𝑚)

where 𝑀 is the number of base learners 𝑔(.) with parameter 𝜃𝑚 and the overall
model is given by a 𝛽𝑚-weighted sum. Following this it can be seen that different base
learners, as well as different loss functions, grows into different models. Regarding to this
framework, this study applies two different base learners (GBSA and CWGB) resulting
in two different models.

Gradient Boosting Survival Analysis (GBSA) implements gradient boosting with
regression tree base learner. Therefore, in each step, a regression tree is growing using cox
partial likelihood as the loss function. The final estimate is a 𝛽𝑚-weighted sum of trees.

Component-Wise Gradient Boosting (BUEHLMANN, 2006) (CWGB) uses component-
wise least squares as base learner. These weak learners will perform a simple regression
using as covariable the one that minimizes the Cox proportional harzards partial like-
lihood. In this way, the overall model will also be a linear model, as it is a result of a
linear combinations of 𝑚 simple linear models.

3.3.7 Evaluation Metrics

The performance evaluation among applied models was conducted according to
Concordance Index (C-index) and Integrated Brier Score (IBS). Analysing these two me-
trics can give a reasonable assessment on model performance The first one indicates how
good the model discrimination is and the former can, in addition, bring insights on cali-
bration, as it is evaluated over time periods.

The Concordance Index (HARRELL et al., 1982) performs a rank correlation
between estimated risks and observed times, comparing pair observations. A comparable
pair for two observations 𝑖, 𝑗 is made if the sample with lower observed time has experi-
enced the event. It is considered a concordant pair if the observation with lower survival
time has the higher predicted risk score. For each 𝑦𝑘 < 𝑦𝑤 where 𝑦𝑘 represents a censored
observation, the 𝑐-index is described as:

𝑐-index =
∑︀∑︀

𝑖<𝑗 𝐼(𝑦𝑖 < 𝑦𝑗)𝐼( ^𝑆𝑖(𝑡) > ^𝑆𝑗(𝑡)) + 𝐼(𝑦𝑗 < 𝑦𝑖)𝐼( ^𝑆𝑗(𝑡) > ^𝑆𝑖(𝑡))∑︀∑︀
𝑖<𝑗 𝐼(𝑦𝑖 < 𝑦𝑗) + 𝐼(𝑦𝑗 < 𝑦𝑖)

On the other hand, it is also an interesting that the model shows a good calibration
performance. In this sense, we expect that the risk predictions over time follows the
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observed events behavior. Integrated Brier Score can provide an assessment for such aspect
in addition of also being a measure of discrimination. For a given time period 𝑡, IBS can
be defined as:

IBS = 1
𝑛

𝑛∑︁
𝑖=1

∫︁ 𝑡𝑚𝑎𝑥

𝑡1
𝐼(𝑦𝑖 ≤ 𝑡 ∧ 𝛿𝑖 = 1)(0− �̂�(𝑡|𝑥𝑖))2

�̂�(𝑦𝑖)
+ 𝐼(𝑦𝑖 > 𝑡)(1− �̂�(𝑡|𝑥𝑖))2

�̂�(𝑡)𝑑𝑤(𝑡)

where 𝑤(𝑡) = 𝑡
𝑡𝑚𝑎𝑥

. In this way, IBS can be interpreted as how well a model is
calibrated for its periods of time.

Models which presents best out-of-sample results are also compared in an out-
of-time set of observations. In this case, evaluations are made considering a dynamic
time-dependent AUC. The measure is extended to survival context by considering sensiti-
vity (true positive rate) and specificity (true negative rate) as time-dependent measures.
Considering 𝑓(𝑥𝑖) as the 𝑖-th observation’s risk score estimative and and 𝜔𝑖 as the inverse
probability of censoring weights (IPCW), the dynamic time-dependent AUC, at time 𝑡,
can be defined as:

𝐴𝑈𝐶(𝑡) =
∑︀𝑛

𝑖=1
∑︀𝑛

𝑗=1 𝐼(𝑦𝑖 ≤ 𝑡)𝜔𝑖𝐼(𝑓(𝑥𝑗) ≤ 𝑓(𝑥𝑖))
(∑︀𝑛

𝑖=1 𝐼(𝑦𝑖 > 𝑡))(∑︀𝑛
𝑖=1 𝐼(𝑦𝑖 ≤ 𝑡)𝜔𝑖)

Therefore, the measure distinguish observations who fail by time 𝑡𝑖 ≤ 𝑡 from those
who fail after time 𝑡𝑖 (𝑡𝑖 > 𝑡), giving an intuition on calibration power by analyzing
discrimination performance over discrete periods of time.

3.4 Variables and data
We used data from credit card refinancing operations of a US financial institution.

Differently from studies that use traditional datasets for analysis of application scoring
or loans already granted but still solvent, our research explores a different profile of bor-
rowers. More specifically, we investigate potential default in refinancing borrowers who
had already been delinquent in their credit card debt. Therefore, our study adds to the
understanding of the credit risk phenomenon in the context of a different borrower profile.

Data spam from January 2012 to December 2018. Each observation in the database
is a contract of credit card refinancing of a borrower with financial information. We
developed different models by each time-maturities; 36-month and 60-month operations.
For training and test, we used operations that started until 2014 for 36 month maturities,
and operations that started until 2013 for 60 months. Hence, the out-of-time performance
was evaluated on operations beginning on the following year for each model. The split
rule applied to both models was the same; the data set was divided in 70% for training
and 30% for testing.
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The observed proportion of default was 12% in 36-month and 22% in 60-month
operations. We validated the models in an out-of-sample and out-of-time dataset. The out-
of-time data consists in operations contracted in 2015 (36-month) and 2014 (60-month),
from January to December.

The dataset comprises observations with the following 15 attributes:

1. Loan amount: the listed amount of the loan applied for by the borrower. If at
some point in time, the credit department reduces the loan amount, then it will be
reflected in this value.

2. Interest rate: interest rate of the loan.

3. Installment: the monthly payment owed by the borrower.

4. Employment length: employment length in years, ranging from zero to ten, where
zero means less than one year and ten means ten or more years.

5. Home ownership: the home ownership status provided by the borrower during re-
gistration or obtained from the credit report (rent, own, mortgage or other).

6. Annual income: the self-reported annual income provided by the borrower during
registration.

7. Verification status: indicate if income was verified or not.

8. Dti: A ratio calculated using the borrower’s total monthly debt payments on the
total debt obligations, excluding mortgage and the requested LC loan, divided by
the borrower’s self-reported monthly income.

9. Total acc: The total number of credit lines currently in the borrower’s credit file.

10. Public record of bankruptcies: number of public record bankruptcies.

11. Tax liens: number of tax liens.

12. Total limit: Total bankcard high credit/credit limit.

13. Earliest credit line: time since borrower’s earliest reported credit line was opened.

14. Time to default (in months).

15. Status: binary variable with 1 (default) or 0 (non default).

Unlike the tradition models of PD, in which the relevant dependent variable is a
binary variable related to the occurrence of default, the survival methods requires the
observation of time to an event of interest, which in this case is the default. This variable
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was build as the difference, in months, between the date of the contract of the credit card
refinancing and the date of default.

For the survival analysis techniques, we relied on the following assumptions: (i)
the event of interest in the survival analysis is the default, (ii) non-default operations
are considered right censored, (iii) all trees have been pruned by the total amount of
operations on the end nodes.

After cleaning up the original database, we build a data-set containing relevant
information that allow the study of the probability of default, throughout time, of credit
operations. The analysis were made using the scikit-learn survival framework.

3.4.1 Exploratory Data Analysis

As the dataset consist of a specific type of operation (refinancing), we carried an
exploratory data analysis in order to understand some common characteristics among fa-
cilities. We then compare features distributions among the two-time maturities described
before. Some features shows clear differences that are inherent to operations time ma-
turities, such as installment and loan amount. On the other hand, some features remain
very similar, as they reflect common characteristics among borrowers, e.g., total number
of accounts and earliest credit line. In addition, public record of bankrupticies and tax
liens were dropped because of low variance.

Figure 1 shows that the ratio of debt to income have similar behavior, with most
observations falling in between 10 and 25 for both type of loans. The time from the earliest
credit line that the borrower reported (Fig. 2) also shows a homogeneous distribution
among facilities, but slightly more right-skewed on 36-month. Since the number of 36-
month operations is significantly larger, it is expected that some points presents a higher
value.

The distribution of total number of credit lines in the borrower’s credit file (Figure
3.) also present similar values on the majority of observations, apart from some extreme
values (bigger than 65) that also shapes the 36-month distribution as right-skewed. It
indicates that most customers have been carrying out credit operations for some time.

When contrasting the loan amount, 5 years operations seems to yield higher
amounts. It’s peak is around $20,000, greater than the peak observed in 3 years ope-
rations, which presents is slight shifted to the left, around $ 10,000 (Fig 3.). This suggests
that, in general, higher value operations are contracted with a longer term for payment
of installments, illustrating an expected behavior.

The distribution of installment, which stands for the monthly payment owed by
the borrower, seems to present a clear separation, as the maximum value observed in
60-months operation is a value of 0.029 and only 114 (around 0,15%) observations have a
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(a) 36 months (b) 60 months

Figure 8 – Time-Debt to income distribution per time maturity.

(a) 36 months (b) 60 months

Figure 9 – Earliest credit line distribution per time maturity.
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(a) 36 months (b) 60 months

Figure 10 – Total number of accounts distribution per time maturity.

(a) 36 months (b) 60 months

Figure 11 – Loan amount distribution per time maturity.
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(a) 36 months (b) 60 months

Figure 12 – Installment distribution per time maturity.

(a) 36 months (b) 60 months

Figure 13 – Percentage of loan by income distribution per time maturity.

value below 0.03 in 36-month time. In line with the loan amount (Figure 4), this behavior
is caused by the time horizon defined, since the total amount can be diluted in more
installments.

The annual income presents some extreme values, specially in three year opera-
tions, resulting in a highly right-skewed distribution. In order to adjust the scale, we
choose to work with the log form of annual income in both terms, which yields a more
normal-form distribution.

Therefore, these distributions presents a natural behavior considering their time
horizon. It’s expected that 36-months operations shows more extremely values, since it
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(a) 36 months (b) 60 months

Figure 14 – Annual income distribution per time maturity.

(a) 36 months (b) 60 months

Figure 15 – Log annual income distribution per time maturity.
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Table 5 – 36-month operations

Variable Value Total Default
No Yes

Verification
Status

Not Verified 43% 90 % 10 %
Source Verified 30% 89 % 11 %

Verified 27% 89 % 11 %

Home
Ownership

Mortgage 46% 91 % 9 %
Own 9% 88 % 12 %
Rent 45% 87 % 13 %

Table 6 – 60-month operations

Variable Value Total Default
No Yes

Verification
Status

Not Verified 66% 82 % 18 %
Source Verified 22% 76 % 24 %

Verified 12% 77 % 23 %

Home
Ownership

Mortgage 58% 78 % 22 %
Own 5% 71 % 29 %
Rent 37% 76 % 24 %

represents a larger share of contracts. The observed relative percentages of categorical
variables, and their cross frequency with loan status are displayed on Table 1 (36 month)
and Table 2 (60 month). Longer operations shows a default rate of 22,7 %, slightly higher
than larger ones, with a rate of 10,6 %. The rate among possible classes of Verification
Status and Home Ownership do not present large divergences. Since all borrowers did not
bear the commitment in the original transaction, a higher share of mortgage and rent can
be related to a greater difficulty in meeting all monthly commitments when part of the
income is already compromised.
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3.5 Results
In this section we analyze the evaluation metrics presented by all models. Different

survival analysis techniques were used to study the behavior of default in refinancing credit
card operations over the period agreed. The operations were separated according to two
possible time duration, and then all algorithms were applied considering the features
described above, ending up with 16 (8 x 2) model results. The performance comparisons
were made using Concordance Index and Integrated Brier Score in both out-of-sample
and out-of-time data-sets. We also added Kaplan-Meier results, which only consider the
target variable for its calculation and results based on a completely random state, for base
comparison purposes. In addition, we compare discrimination power over time from the
best models evaluating their efficiency with a cumulative dynamic time-dependent AUC.

For 36 months time-horizon, the C-index of all Cox models showed the best results,
with values aruond 0.652 (CoxRidge) and 0.648 (CoxPH, CoxLasso and CoxNet) , closely
followed by CWGBSA, with a C-index of 0.647. The calibration power, represented by
Integrated Brier Score, over the time of all models seems to be pretty close, as they all
present values close to 0.069, apart from Survival Tree model which is ranked with the
worst metric values (0.547 C-index and 0.086 IBS).

Regarding models with longer time-horizon operations, CoxPH, CoxLasso and
CoxRidge achieves the best C-index scores with values of 0.637, 0.636 and 0.625 respecti-
vely. However, a larger difference was observed as the remaining highest values observed
was of 0.615 from RSF, 0.613 from CWGBSA and 0.612 from CoxNet. Equivalent to
36-month operations, Survival Tree have also presented worse metric values in longer
operations.

Table 7 – Out of sample results

Model 36 months 60 months
C-index IBS C-index IBS

CoxPH 0.648 0.069 0.637 0.136
CoxRidge 0.652 0.069 0.625 0.136
CoxLasso 0.648 0.069 0.636 0.136
CoxNet 0.648 0.068 0.612 0.141
SurvTree 0.547 0.086 0.537 0.174
RSF 0.638 0.069 0.615 0.136
GBSA 0.637 0.069 0.597 0.138
CWGBSA 0.647 0.069 0.613 0.138
Random 0.500 0.253 0.500 0.245
Kaplan-Meier - 0.071 - 0.141

We also look for model evaluation from a time-dependent perspective. The cumu-
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lative dynamic AUC evaluates how well models can separate survival classes in sequential
discrete periods of time. Figure 2.8 displays the evaluation over time during the 36 months
agreed at the time contracting the operation. However, from the 18 month foward a higher
performance is presented by CWGBSA, which increases at 25th month. In contrast, Figure
2.9 shows a dominant performance from CoxPH and CoxLasso.

The Cox Survival Regression models (with and without penalization) and CWGBSA
demonstrated the best performances. Although a simple model outperforming more com-
plexity ones may seems counter-intuitive, a possible explanation can arise from an ex-
planatory power concentrated in one (or few) variable(s) as well as a weak non-linear
relationship among covariates.

Figure 16 – Cumulative Dynamic AUC for 36-month operations

The best on the out-of-time performance was displayed by CWGBSA, (36 months)
and CoxPH/CoxLasso/CoxRidge (60 months), indicating a good generalization power
and an acceptable calibration efficiency. In this sense, the power to keep good results over
period of times has little variation, which is reflected by IBS.

Out-of-time evaluation suggests that models maintain their performances on near
future operations, with an improvement appointing to GWBSA which claims better per-
formance on future operations. Although, structural changes given by market situations or
intrinsic factors regarded features interactions can change expected results, and it require
extra care when considering models at scale and production.

Dynamic AUC show that GWBSA has better discrimation power in every discrete
period of time (Figure 2.10) for shorter operations. For 60 month operations, CoxPH and
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Figure 17 – Cumulative Dynamic AUC for 60-month operations

Table 8 – Out of time results

Model 36 months 60 months
C-index IBS C-index IBS

CoxPH 0.678 0.083 0.634 0.138
CoxRidge 0.680 0.083 0.634 0.139
CoxLasso 0.680 0.083 0.634 0.138
CoxNet 0.678 0.083 0.621 0.144
SurvTree 0.577 0.092 0.533 0.184
RSF 0.677 0.083 0.613 0.140
GBSA 0.659 0.083 0.601 0.141
CWGBSA 0.686 0.083 0.621 0.140
Random 0.500 0.251 0.500 0.233
Kaplan-Meier - 0.083 - 0.144

CoxLasso remains as the best models, closely followed by CoxRidge (Figure 2.11).

Considering the current dataset, results indicates that a boosting framework, with
a component wise as a weak learner, provide better predictability considering operations
shorter-terms operations. On the other hand, when a longer future is considered, Cox
models (CoxPH, CoxLasso, CoxRidge) led to better predictability power. Once the ope-
rations are regarded to refinancing operations from customers who have already defaulted
on previous loans, this difference on better models regarding different time operations can
arise from intrinsic factors from this specific situation.
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Figure 18 – Cumulative Dynamic AUC for 36-month operations

Figure 19 – Cumulative Dynamic AUC for 60-month operations
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3.6 Conclusion
In this work we analyzed potential benefits provided by an approach combining

Survival Analysis with statistical learning and machine learning methods, in order to
adhere to requirements proposed by IFRS 9. This approach can generate point estimates
over discrete period of times, providing dynamic probabilities regarded to probability of
default during the period agreed. Therefore, such estimates can be of great contribution
to address required regulation and to a better understanding of the phenom studied.

The analyzed data set consists of refinancing credit operations with several finan-
cial information regarding borrower history and characteristics of the current operation,
such as interest rate, loan amount, number installments, etc. In according to survival
methods, the time to default was considered as the target variable. Several models with
different frameworks were fitted and compared considering suitable metrics.

Overall, four models were consistently on top ranked: Component Wise Gradient
Boosting Survival Analysis (CWGBSA)., Cox Proportional-Harzards (CoxPH), Cox with
Lasso penalty (CoxLasso), Cox with Ridge penalty (CoxRdige). However, their ranks
varied according to horizon-time and different sets of test observations, with CWBSA
displaying better results on shorter-time operations and CoxFamily models on longer-
time ones.
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4 Credit Risk Assessment with Machine Lear-
ning and Competing Risk Survival Analysis
Models

4.1 Introduction
The study of the occurrence of a specific credit event in a lifetime context has

become more important over the past years. The lifetime expected credit loss (Lifetime
ECL), introduced by the International Financial Reporting Standard 9 (IFRS 9), implied
the development of new credit models. More particularly, the models should measure
the present value of potential losses that could arise from the default on an obligation
throughout the life of the loan (BIS, 2017).

In this context, Survival Analysis (SA) techniques naturally arise as first-to-go
method, where the objective is to study the occurrence of a certain event during a period
of time. From a credit risk perspective, the event of interest is default during the lifetime
of the loan. Narain (1992a) first introduced the use of survival analysis in credit scoring by
estimating the probability of default in a 24-month loan dataset using an accelerated life
exponential model. The author states that the use of estimated survival times supporting
score ratings can improve credit-granting decision. The study of Narain (1992a) paved
the way to many others, with more advanced survival methods applied to credit scoring
(DIRICK; CLAESKENS; BAESENS, 2017).

Technological advancements and data availability have provided new tools and
information to tackle the issue of estimation of the Lifetime ECL. Some of these develop-
ments relate to machine learning (ML) algorithms embedded in survival analysis models.
These machine learning survival analysis mechanisms can be used in many applications,
in several fields, for instance, to increase user retention (decreasing churn rate), to predict
cross-selling opportunities (HARRISON; ANSELL, 2002), to leverage business strategy
(KAUFFMAN; WANG, 2001), to estimate the prediction of purchase of online games
(YANG et al., 2019). The SA framework can also help financial institutions comply with
regulators’ guidelines in credit risk management, such as the IFRS 9 (BIS, 2017).

In addition to the advantage of allowing the estimation of a curve representing the
risk of default through time, survival analysis can be used to model more than one event.
By modelling mutually exclusive events as competing risks, survival analysis methods can
be enhanced. From a loan credit risk context, the survival analysis adjusted by competing
risks can, for instance, assess both default and prepayment events. Loans therefore can
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be analyzed by the event of default, which is the main concern in risk management, and
also by the event of prepayment of the loan, situation in which credit risk ceases to exist.
Both default and prepayment can be associated with losses.

Default is likely to be more severe due to potential losses in interest and principal
value of the loan. However, prepayment also may bring losses, due to unearned interest
on the remaining installments (LI et al., 2023). In addition, since prepayment may be
unexpected, the cash surplus may be invested at lower interest rates. Hence, the modelling
of competing risks can enhance the understanding of potential risk-adjusted performance
of credit portfolios, enabling better expected profit strategies for financial institutions.

Competing risks models have already been investigated in studies concerning cre-
dit risk, for instance, with personal loan (BANASIK; CROOK; THOMAS, 1999; STEPA-
NOVA; THOMAS, 2002) and mortgage applications (DENG; QUIGLEY; ORDER, 2000;
AGARWAL; AMBROSE; LIU, 2006; THACKHAM; MA, 2022; STEINBUKS, 2015). In
this study, we use a dataset of refinancing operations, which brings an interesting aspect
due to borrower profile. Operations consist of borrowers who had already defaulted. The-
refore, the study does not configure a traditional application of scoring model, but instead
seek to contribute on understanding the context of debt renegotiation.

The approach adopted in past studies mainly focused on CoxPH (COX, 1972) and
its adaptation to a competing risk framework (LUNN; MCNEIL, 1995). However, we fol-
low another approach by embedding a machine learning technique based on boosting into
a competing risk survival analysis framework. Therefore, our study has two contributions:
i) we focus our analysis on a dataset of renegotiated transactions of defaulted loans, and
ii) we introduce a novel ensemble model combining machine learning, more specifically,
the boosting algorithm, within the context of competing risks in finance literature. The
competing risks relate to credit risk and to prepayment risk.

The study is structured as follows. In the next section, we discuss credit risk and
regulatory standards that imply the use of survival analysis techniques. Then, we analyze
the adjustments to embed a machine learning technique within the context of competing
risks in survival analysis. We apply the derived algorithm in a dataset of renegotiated loans
to assess how the proposed model behaves comparing with other techniques. Finally, we
conclude the study indicating implications and limitations and suggesting future research.

4.2 Related works
The financial industry is one field where survival analysis modelling approaches

are specially useful, as they can provide additional information to support credit scoring
decisions. The approach allows the analysis of time-to-event data, when there is an interest
in the time to the occurrence of an event. In credit risk, the event of interest is the default,
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and the time-to-event would represent when a particular default will likely to happen.

Standard credit scoring methodologies express the probability of default in terms
of a binary classification problem (LI et al., 2023). The borrower is classified as “good”
or “bad” depending on the estimated probability of default and a given threshold. In
survival analysis framework, credit analysis can be translated not just to “if” a borrower
will default, but “when” a borrower will default (BANASIK; CROOK; THOMAS, 1999).
The possibility of building a predictive model that takes into account the “if” and “when”
questions naturally complies with international regulations, such as the IFRS 9.

International Financial Reporting Standard 9 (IFRS 9) was released in 2014 and
became effective since 2018, substituting the International Accounting Standard 39 (IAS
39). IFRS 9 incorporated a forward-looking approach for loss allowances calculation. It
requires financial institutions to adhere to this forward-looking perspective for expected
loss impairment models.

The IFRS 9 indicates mechanisms to calculate provisions, by assessing ECL con-
sidering the entire time horizon of the financial instrument, and making adjustments in
the Profit and Loss (P&L) account (GORNJAK, 2020). The method involves checking
whether there has been a significant increase in risk since initial recognition.

Considering the relevance of identify not only if but also when a default can occur,
according to Dirick, Claeskens e Baesens (2017), early studies explored survival analysis
techniques in credit risk investigating parametric accelerated failure time (AFT) survival
methods or non-parametric baseline approach based on Cox Proportional Hazards (Cox
PH) model (e.g. Narain (1992a), Banasik, Crook e Thomas (1999), Stepanova e Thomas
(2001), Stepanova e Thomas (2002), Bellotti e Crook (2009), Cao Ricardo (2009), Zhang
e Thomas (2012)). Other studies introduced mixture cure mechanisms (e.g. Tong, Mues
e Thomas (2012), Dirick, Claeskens e Baesens (2015)) in survival analysis.

In particular, (DIRICK; CLAESKENS; BAESENS, 2017) using credit datasets
from European banks, compare results of different configurations of traditional survival
techniques based on AFT and CoxPH and mixture cure models. The study identify that
models with single event mixture cure and spline adjustment in the hazard function
lead to better credit scoring. More recently, machine learning algorithms begin to be
incorporated in survival analysis. For instance, Ishwaran et al. (2008b) proposes Random
Survival Forest, a random forest method for right-censored data, Binder et al. (2009)
develop CoxBoost, an adaptation of boosting algorithm to Cox models, and Chen et
al. (2013) build the GBMCI (gradient boosting machine for concordance index) (BAI;
ZHENG; SHEN, 2021). Although many studies aimed at applications in medicine and
health, credit risk emerges naturally as an area to explore machine learning with survival
analysis, due the characteristics of the probability of default within a given period of time.
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One example of study on credit is from Bai, Zheng e Shen (2021) that propose a
nonparametric ensemble tree model (GBST) coupling survival tree models with a gradient
boosting algorithm. Using two different large datasets, the results suggest that the GBST
leads to better classification metrics when compared with other machine learning survival
models such as Random Survival Forest (ISHWARAN et al., 2008b), CoxBoost (CHEN et
al., 2013), Conditional Inference Survival Forest (CIF) model (WRIGHT; DANKOWSKI;
ZIEGLER, 2017), and DeepHit based on deep neural networks (LEE et al., 2018).

Finally, in survival analysis, competing risks are relevant, since there may be events
that preclude the event of interest from happening (GESKUS, 2015). For instance, in
medicine the focus of the study could be related to the risk of an individual getting cancer
with a specific treatment, then, death is a competing risk. In credit analysis, prepayment
can be a competing risk for default (LI et al., 2023). As Schuster et al. (2020) suggest,
biased results can emerge when survival data is analyzed without taking into account
competing risks.

However, even though competing events are relevant, is a less well-known element
of survival analysis (SCHUSTER et al., 2020). In this context, although some papers
explore survival analysis and competing risks in credit (e.g., Banasik, Crook e Thomas
(1999), Stepanova e Thomas (2002), Agarwal, Ambrose e Liu (2006), Li et al. (2023)),
there are fewer studies that embed machine learning techniques (e.g., Lee et al. (2018),
Frydman e Matuszyk (2022)).

Considering refinancing operations, many studies focus on mortgages or home
equity line of credit (HELOC). (TRACY; WRIGHT, 2016) applied Cox competing risk
models to investigate how mortgage payment reduction from the Home Affordable Refi-
nance Program (HARP) affects the probability that the borrower defaults after having
refinanced. The authors suggests that refinancing can have a positive impact in loss mi-
tigation. (CHEN et al., 2018) analyze the risk of re-default on Federal Housing Adminis-
tration (FHA) modified loans. Authors finds suggests that modified loans are more likely
to default compared to identical loans with no modifications.

There has been few studies on the assessment of expected losses on refinancing
operations of usual credit lines. In our study, we focus on credit card refinancing exploring
a boosting approach embedded in survival analysis techniques with competing risks.

4.3 Machine Learning Survival Analysis for Competing Risks
In this study, we propose a machine learning survival analysis model that takes

into account competing risks. We incorporate a boosting mechanism to assess competing
risks during training, in a survival analysis setting. Although in this study we apply the
method to credit risk and prepayment risk, the proposed model is suitable to any two
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competing risks.

In our study, we aim at analysing credit risk loans that have two relevant elements:
(i) the borrower default can occur in any moment until maturity and (ii) the borrower
can prepay the loan in any moment until maturity. In the occurrence of any of the two
events, potential credit risk ceases to exist, as the risk of not complying with the loan has
been realized with the default or there is no credit risk anymore, as the loan was fully
paid in advance.

4.3.1 Survival Analysis

Changes resulting from the new regulation implied adaptations in the estimation of
𝑃𝐷, which is one of the most important risk component in credit risk analysis (VANĚK;
HAMPEL, 2017). More specifically, the need to calculate Lifetime 𝐸𝐶𝐿 requires a method
to analyze credit risk not only on a given time, for instance, at maturity or after a year,
but also throughout all the period of the loan.

In this context, Survival Analysis methodology can be considered a feasible and
appealing approach, since it allows to tackle the default problem from a different perspec-
tive. SA models allows to assess whether as well as when a default will occur (BANASIK;
CROOK; THOMAS, 1999).

The focus of SA methods is on the time 𝑇 until an event occurs (e.g., default).
Observations that did not experience the specified event are called censored observations.
Usually SA data are represented by a pair of random variables (𝑇, 𝐶). In the absence
of competing risks, the censoring variable 𝐶 takes the value 1 if the event of interest
was observed or 0 if it is a censored observation. When 𝐶 = 1, 𝑇 refers to the time of
occurrence of the event of interest and when 𝐶 = 0, 𝑇 refers to the time at which the
observation was censored.

The function 𝑆(𝑡) represents the probability of not having experienced a given
event until time 𝑡 (i.e., the probability to survive until time 𝑡) and is given by:

𝑆(𝑡) = 𝑃 (𝑇 > 𝑡) (4.1)

Therefore, the cumulative distribution is defined as the probability of an observa-
tion do not survive until time 𝑇 (COLOSIMO; GIOLO, 2006), that is, 𝐹 (𝑡) = 1−𝑆(𝑡), and
the probability density function is 𝑓(𝑢) = − 𝑑

𝑑𝑢
𝑆(𝑢) (DIRICK; CLAESKENS; BAESENS,

2017).

Additionally, the hazard function, which represents the instantaneous risk, is ex-
pressed as:
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ℎ(𝑡) = lim
𝛿𝑡→0

𝑃 (𝑡 ≤ 𝑇 < 𝑡 + 𝛿𝑡 | 𝑇 ≥ 𝑡)
𝛿𝑡

= 𝑓(𝑡)
𝑆(𝑡) (4.2)

which can also be written in terms of the survival function (4.1) and the probabi-
lity density function (4.2). From these equations, the cumulative hazard function can be
defined as:

𝐻(𝑡) =
∫︁ 𝑡

0
ℎ(𝑡)𝑑𝑡 =

∫︁ 𝑡

0

𝑓(𝑡)
𝑆(𝑡)𝑑𝑡 =

∫︁ 𝑡

0

𝑑{1− 𝑆(𝑡)}
𝑆(𝑡) 𝑑𝑡 = −log{𝑆(𝑡)} (4.3)

Since 𝑆(𝑡) = 𝑒−𝐻(𝑡), there is an one-to-one correspondence between the hazard
rate ℎ(𝑡) and the cumulative risk distribution 𝐹 (𝑡) (ANDERSEN; KEIDING, 2012).

4.3.2 Cox Proportional Hazard

The Cox Proportional-Hazards model (COX, 1972) allows to incorporate covariates
information into a censored regression model and is one of the most traditional approaches
based on time-to-event techniques. It consists of a semi-parametric model for the model
is composed by two components: a non-parametrics base hazard 𝜆0 and a parametric
component 𝑔(𝑋𝛽). The parametric component is usually used as 𝑔(𝑋𝛽) = exp(𝑋𝛽)
(COLOSIMO; GIOLO, 2006). Therefore, the model is given by:

𝜆(𝑡) = 𝜆0(𝑡) exp(𝑋𝛽) (4.4)

where 𝑥𝑖 is a vector of observed data and 𝛽 is a 𝑝 × 1 vector of parameters for
each covariable. Proportional-hazards comes from the assumption that the ratio of failure
rates among two individuals is constant over time. For instance, considering 𝜆𝑖(𝑡) and
𝜆𝑗(𝑡) representing the failure rate of two individuals at time 𝑡, it follows that:

𝜆𝑖(𝑡)
𝜆𝑗(𝑡)

= 𝜆0(𝑡) exp(𝑥𝑖𝛽)
𝜆0(𝑡) exp(𝑥𝑗𝛽) = exp(𝑥𝑖𝛽 − 𝑥𝑗𝛽), (4.5)

where the ratio of failure rate is constant and independent of time. For parameter
estimation, (COX, 1972; COX, 1975) proposed a partial likelihood without the semi-
parametric component. The partial likelihood is a product of all terms associated to
different failure times, i.e.:

𝐿(𝛽) =
𝑛∏︁

𝑖=1

(︃
exp(𝑋𝛽)∑︀

𝑗∈𝑅(𝑡𝑖) exp(𝑋𝛽)

)︃𝛿𝑖

, (4.6)

where 𝛿𝑖 is the censoring indicator, taking value 𝛿𝑖 = 1, if an event is observed
and 𝛿𝑖 = 0, in case of censoring. The risk set 𝑅(𝑡𝑖) is composed by individuals who have
not yet failed until time 𝑡𝑖. Values of 𝛽 that maximize the partial likelihood function are
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obtained by solving the system defined by 𝑈(𝛽) = 0, where 𝑈(𝛽) is the score vector of
first-order derivatives of 𝑙(𝛽) = log(𝐿(𝛽)).

4.3.3 Competing Risks

The approach based on competing risks is adequate when there are two mutually
exclusive events, i.e., the occurrence of one event implies the non-occurrence of the other.
The (𝑇, 𝐶) can be extended to 𝐶 = {0, 1, 2, ..., 𝑘} where 𝑘 ≥ 2 types of events are possible.
When competing risks are present, the Cumulative Incidence Function (𝐶𝐼𝐹 ) represents
the probability of occurrence of a specific type of event before time 𝑡. Considering 𝑗

competing events, the 𝐶𝐼𝐹 for cause 𝑗 is defined as (FRYDMAN; MATUSZYK, 2022):

𝐹𝑗(𝑡) = 𝑃 (𝑇 ≤ 𝑡, 𝐶 = 𝑗) =
∫︁ 𝑡

0
𝑃 (𝑇 = 𝑡, 𝐶 = 𝑗)𝑑𝑡 =

∫︁ 𝑡

0
𝑓𝑗(𝑢)𝑑𝑡. (4.7)

Thus, the probability that any event takes place before time 𝑡, is the sum of all 𝑗

𝐶𝐼𝐹 :

𝐹 (𝑡) = 𝑃 (𝑇 ≤ 𝑡) =
𝑘∑︁

𝑗=1
𝑃 (𝑇 ≤ 𝑡, 𝐶 = 𝑗) =

𝑘∑︁
𝑗=1

𝐹𝑗(𝑡) (4.8)

When dealing with competing risks in Cox-PH regression models, there are two
main methods for estimating the Cumulative Incidence Function (𝐶𝐼𝐹 ) (AUSTIN; STEYER-
BERG; PUTTER, 2021): (i) modeling the cause-specific hazard by considering each event
separately to estimate the 𝐶𝐼𝐹 (KALBFLEISCH; PRENTICE, 2011), and (ii) modeling
the Fine-Gray (FINE; GRAY, 1999) subdistribution hazard function, which enables a
direct way for modelling the effect of covariates, considering both risks (e.g. 𝑗 = 2) during
𝐶𝐼𝐹 estimation. Each method have a defined hazard function for a specific event type:
the cause-specific hazard function ℎ𝑐𝑠

𝑗 (𝑡) (equation 4.9) and the subdistribution hazard
function ℎ𝑠𝑑

𝑗 (𝑡) (equation 4.9) (AUSTIN; FINE, 2017):

ℎ𝑐𝑠
𝑗 (𝑡) = lim

Δ𝑡→0

𝑃 (𝑡 ≤ 𝑇 < 𝑡 + Δ𝑡, 𝐶 = 𝑗|𝑇 ≥ 𝑡)
Δ𝑡

(4.9)

ℎ𝑠𝑑
𝑗 (𝑡) = lim

Δ𝑡→0

𝑃 (𝑡 ≤ 𝑇 < 𝑡 + Δ𝑡, 𝐶 = 𝑗|𝑇 ≥ 𝑡 ∪ (𝑇 < 𝑡 ∩ 𝐶 ̸= 𝑗))
Δ𝑡

(4.10)

The cause-specific hazard function is the instantaneous risk of event 𝑗 in individuals
who have not experienced any type of event until time 𝑡. The subdistribution hazard
function, is the risk of event 𝑗 considering individuals who have not experienced the
specific 𝑗 event until time 𝑡 (AUSTIN; FINE, 2017). In this sense, the subdistribution
hazard function proposed by Fine e Gray (1999) take into account individuals who have
not experienced the primary event of interest, but, have experienced a competing event.
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Austin, Lee e Fine (2016) suggest that, on one hand, subdistribution hazard models
are better suited for clinical prediction models and risk-scoring systems, where there is a
natural interest in estimating the absolute incidence of the primary event. On the other
hand, cause-specific hazard models are more suitable when the objective is to assess
epidemiological questions of etiology (AUSTIN; LEE; FINE, 2016). Furthermore, the
former estimates cause-specific hazard functions for each competing event and derives the
CIFs from there, while the latter allows directly estimate the CIF for the primary risk
(FRYDMAN; MATUSZYK, 2022).

Fine e Gray (1999) proposes an adaptation for Cox partial likelihood, by changing
the risk set 𝑅𝑗 and adding weights 𝑤𝑗. The adapted likelihood is given by:

𝐿(𝛽) =
𝑚∏︁

𝑖=1

exp(𝑥𝑖𝛽)∑︀
𝑗∈𝑅𝑖

𝑤𝑖𝑗exp(𝑥𝑗𝛽) (4.11)

where 𝑅𝑖 consists of observations that did not experience the primary event, even
if they have experienced a competing risk event. The risk set is composed of observations
who did not experience any event by time 𝑡 and of those who experienced a competing
risk event by time 𝑡, defined as (PINTILIE, 2006):

𝑅𝑗(𝑚) = [𝑗; 𝑇𝑗 ≥ 𝑚 or (𝑇𝑗 ≤ 𝑚 and the subject has experienced

a competing risk event)].
(4.12)

Additionally, the observations on the risk set are weighted by:

𝑤𝑖𝑗 = �̂�(𝑡𝑖)
�̂�(min(𝑡𝑖, 𝑡𝑗))

(4.13)

where �̂� is the Kaplan-Meier estimate of the survivor function of the censoring
distribution (PINTILIE, 2006). The weight goes to zero as the distance between the time
point 𝑡𝑖 and the time recorded for the competing risk event increases. Thus, observati-
ons that experienced a competing risk event do not participate fully in the likelihood
(PINTILIE, 2006).

4.3.4 Boosting algorithm

Boosting is an ensemble method that sequentially fits models to the data, in which
each subsequent model places more emphasis on the observations that were misclassified
by the previous models (FREUND; SCHAPIRE, 1997). Friedman (2001) proposes Gra-
dient Boosting Machine (GBM), a boosting framework that generalizes loss functions for
regression problems. The GBM algorithm is depicted in 4.2 (RIDGEWAY, 1999):
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Algorithm 4.2 Gradient Boost algorithm (FRIEDMAN, 2001)

Initialize 𝐹 (𝑥) = min𝜌
∑︀𝑛

𝑖=1 Ψ(𝑦𝑖, 𝜌)
For 𝑚 in 1, · · · , 𝑀 do

1. Compute the negative gradient as the working response

𝑧𝑖 = − 𝜕

𝜕𝐹 (𝑥𝑖)
Ψ(𝑦𝑖, 𝜌)

⃒⃒⃒⃒
𝐹 (𝑥𝑖)=𝐹 (𝑥𝑖)

(4.14)

2. Fit a regression model on 𝑧𝑖 given covariates 𝑥𝑖

3. Choose a gradient descent step 𝜌 = minΨ(𝑦𝑖, 𝐹 (𝑥𝑖) + 𝜌𝑓(𝑥𝑖))

4. Update 𝐹 (𝑥) estimate as
𝐹 (𝑥)← 𝐹 (𝑥) + 𝜌𝑓(𝑥)

Friedman, Hastie e Tibshirani (2000) connects boosting with well-known statistical
principles (e.g. additive modeling and maximum likelihood) and demonstrates how the
method relates to algorithms used for fitting linear models, such as IRLS (Iteratively
Reweighted Least Squares).

Ridgeway (1999) builds a generalization of boosting algorithms for the exponential
family and proportional hazards regression models. The proposed generalization is based
on Fisher scoring (FINE; GRAY, 1999), a variant of the Newton-Raphson optimizer.
The author illustrates adaptations of the algorithm for generalized linear model under a
framework proposed by Nelder e Wedderburn (1972).

For proportional hazards regression models, the illustration is made by allowing
likelihood based loss functions in Friedman’s gradient boosting machine. Thus, we can
make use of Cox partial likelihood for fitting censored data. Considering the ideas des-
cribed above, and that boosting fits nonlinear regression models (RIDGEWAY, 1999),
𝐸𝑛𝑢𝑚2 can be adapted for censored data by searching 𝐹 (𝑥) to maximize Cox’s log-
partial likelihood (RIDGEWAY, 1999), by replacing Ψ(𝑦, 𝐹 ) with the −log𝑃𝐿(𝐹 |𝑡, 𝛿, 𝑥),
where:

log𝑃𝐿(𝐹 |𝑡, 𝛿, 𝑥) =
𝑛∑︁

𝑖=1
𝛿𝑖

⎡⎣𝐹 (𝑥𝑖)− log
⎛⎝ 𝑛∑︁

𝑗=1
𝐼(𝑡𝑗 ≥ 𝑡𝑖)𝑒𝐹 (𝑥𝑗)

⎞⎠⎤⎦ (4.15)

Therefore, the negative gradient is given by:

𝑧𝑖 = 𝛿𝑖 −
𝑁∑︁

𝑗=1
𝛿𝑗𝐼(𝑡𝑖 ≥ 𝑡𝑗)

𝑒𝐹 (𝑥𝑗)∑︀𝑁
𝑘=1 𝐼(𝑡𝑘 ≥ 𝑡𝑗)𝑒𝐹 (𝑥𝑘)

(4.16)

Following the same steps proposed in 4.2, the algorithm for boosting CoxPH for
censored data model is illustrated in Algorithm 4.3 (RIDGEWAY, 1999):
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Algorithm 4.3 Boosting algorithm for Cox’s PH regression model (RIDGEWAY, 1999)

Initialize 𝐹 (𝑥) = min𝜌
∑︀𝑛

𝑖=1 Ψ(𝑦𝑖, 𝜌)
For 𝑚 in 1, · · · , 𝑀 do

1. Compute the negative gradient as the working response

𝑧𝑖 = 𝛿𝑖 −
𝑁∑︁

𝑗=1
𝛿𝑗𝐼(𝑡𝑖 ≥ 𝑡𝑗)

𝑒𝐹 (𝑥𝑗)∑︀𝑁
𝑘=1 𝐼(𝑡𝑘 ≥ 𝑡𝑗)𝑒𝐹 (𝑥𝑘)

(4.17)

2. Fit a regression model on 𝑧𝑖 given covariates 𝑥𝑖

3. Choose a gradient descent step 𝜌 = minΨ(𝑦𝑖, 𝐹 (𝑥𝑖) + 𝜌𝑓(𝑥𝑖))

4. Update 𝐹 (𝑥) estimate as
𝐹 (𝑥)← 𝐹 (𝑥) + 𝜌𝑓(𝑥)

Gradient Boosting methods can also operate as a regularization framework (BÜHL-
MANN; HOTHORN, 2007). The core idea relies on a stepwise optimization of a function
𝐹 (.) in function space, by minimizing a loss function (BINDER; SCHUMACHER, 2008).
This approach has been user for survival context, using Cox negative partial log-likelihood
as loss function (BINDER; SCHUMACHER, 2008).

With componentwise least squares as base learner, in each 𝑚 step, the negative
gradient of the loss function is evaluated for the current estimate 𝐹𝑚(𝑥; 𝛽𝑚) (BINDER;
SCHUMACHER, 2008). For each predictor variable, a simple linear regression is fitted
to the gradient. Then, the coefficient of the predictor variable with the smallest sum of
squares is updated. This can lead to many of the estimated coefficients being zero, resulting
in sparse fits resembling Lasso-like approaches (BINDER; SCHUMACHER, 2008).

4.3.5 Boosting algorithm with subdistribution hazards competing risks

Considering the boosting approach to fit proportional hazards regression models
propposed by Ridgeway (1999), a natural way to incorporate competing risks into a
boosting framework is to replace Ψ(𝑦, 𝐹 ) with an adapted log-partial likelihood derived
from (4.11).

Following this idea, Binder et al. (2009) proposed a competing risk boosting fra-
mework for high-dimensional data for fitting proportional sub-distribution hazards mo-
dels. The study involves a context in which the number of covariates is greater than the
number of observations, and a sparse vector of estimated parameters is desirable. With
this, the authors implement componentwise boosting with penalized maximum partial
likelihood, and incorporating previous boosting steps as an offset. Another adaptation
occurs in a definition of sets of mandatory and optional covariates. Before each boosting
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step, parameters referring to the mandatory covariates are updated simultaneously by
one maximum partial likelihood Newton–Raphson step. In each boosting step, only one
parameter corresponding to the optional covariates is updated.

Applications in credit risk scoring generally involve models with greater degrees
of freedom on parameters, with the number of covariates being smaller than the number
of observations. In this way, we proceed without the penalty term and restrictions on the
covariates. Therefore, we can incorporate information of competing risks by considering
the adapted likelihood proposed by Fine e Gray (1999). Hence, we wish to maximize the
following log-partial likelihood:

log𝐹𝐺(𝐹 |𝑡, 𝛿, 𝑥) =
𝑛∑︁

𝑖=1
𝛿𝑖

⎡⎣𝐹 (𝑥𝑖)− log
⎛⎝∑︁

𝑗∈𝑅𝑖

𝑤𝑖𝑗𝑒
𝐹 (𝑥𝑗)

⎞⎠⎤⎦ (4.18)

where 𝑗 ∈ 𝑅𝑖 if (𝑡𝑗 ≥ 𝑡𝑖) or (𝑡𝑗 ≤ 𝑡𝑖 and individual 𝑗 experienced a competing risk
event). Taking the derivative with respect to 𝐹 (𝑥𝑖), leads to:

𝜕

𝜕𝐹 (𝑥𝑖)
=

𝑛∑︁
𝑖=1

𝛿𝑖

[︃
1− 𝑤𝑖𝑗𝑒

𝐹 (𝑥𝑖)∑︀
𝑗∈𝑅𝑖

𝑤𝑗𝑖𝑒𝐹 (𝑥𝑗)

]︃
(4.19)

Similar to (4.16), the the negative gradient computed as the working is responses
is given by:

𝑧𝑖 = 𝛿𝑖 −
𝑁∑︁

𝑗=1
𝛿𝑗𝐼(𝑖 ∈ 𝑅𝑖)

𝑤𝑖𝑗𝑒
𝐹 (𝑥𝑖)∑︀

𝑘∈𝑅𝑗
𝑤𝑘𝑗𝑒𝐹 (𝑥𝑘)

(4.20)

The final boosting algorithm that allows to incorporate information on secondary
events is given in Algorithm 4.4 by:

Implementation of Algorithm 4.4 was made using the python language and the
scikit-survival package (PÖLSTERL, 2020). We set up a development environment in or-
der to adpat the loss functions. Main code changes was done in function coxph_negative_gradient()
from the file _coxph_loss.pyx.

4.4 Data and Method
This study analyzes data consisting of credit card refinancing operations of a US

financial institution. Therefore, in contrast to traditional credit scoring applications, this
research explores a different profile of borrowers. Instead of measuring the likelihood of
a borrower defaulting on a new credit operation, we model the probability of default in
refinancing borrowers who had already been delinquent in their credit card debt sometime
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Algorithm 4.4 Boosting algorithm for Fine-Gray adapted likelihood

Initialize 𝐹 (𝑥) = min𝜌
∑︀𝑛

𝑖=1 Ψ(𝑦𝑖, 𝜌)
For 𝑚 in 1, · · · , 𝑀 do

1. Compute the negative gradient as the working response

𝑧𝑖 = 𝛿𝑖 −
𝑁∑︁

𝑗=1
𝛿𝑗𝐼(𝑖 ∈ 𝑅𝑖)

𝑤𝑖𝑗𝑒
𝐹 (𝑥𝑖)∑︀

𝑘∈𝑅𝑗
𝑤𝑘𝑗𝑒𝐹 (𝑥𝑘)

(4.21)

where 𝑤𝑖𝑗 = �̂�(𝑡𝑖)
�̂�(min(𝑡𝑖,𝑡𝑗))

2. Fit a regression model on 𝑧𝑖 given covariates 𝑥𝑖

3. Choose a gradient descent step 𝜌 = minΨ(𝑦𝑖, 𝐹 (𝑥𝑖) + 𝜌𝑓(𝑥𝑖))

4. Update 𝐹 (𝑥) estimate as
𝐹 (𝑥)← 𝐹 (𝑥) + 𝜌𝑓(𝑥)

in the past. As a result, our research advances knowledge of the credit risk phenomena in
the context of a different borrower profile, i.e., a previous defaulter.

Due to confidentiality and strategic issues, we have access to refinancing operati-
ons that span from January 2012 to December 2015. Therefore, the outdated database
precludes the disclosure of recent information, such as default rate, but allows the iden-
tification of outcomes based on real-world data using machine learning models embedded
in survival analysis techniques.

The dataset consists of 135,718 operations with a time maturity of 36 months.
We selected operations with issue dates starting up to 2014 (71,001) to train the model
and separate those starting in 2015 (65,717) for an out-of-time evaluation. In addition,
we selected a 10% sample of operations up to 2014 to reduce computational time, leaving
the final train dataset with 7,146 observations.

Default rate display values around 11%, with operations starting in 2013 presenting
a lower rate of 10.36% (Table 9). Operations starting in 2012 present soaring early payment
rates, of over 80% (Figure 20), while other periods keep a behavior with minor variations
around 56%. This observed behavior can be a reflection of policies adopted by the financial
institution.

For fitting predictive models, the following information, collected at the time of
borrowing, was considered as covariates:

1. Loan amount: the listed amount of the loan applied for by the borrower. If at
some point in time, the credit department reduces the loan amount, then it will be
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Table 9 – Default rate and early payment rate by the year of issue

Year Default Early Payment
Total Frequency Percentage Frequency Percentage

2015 8708 963 11.60% 6724 56.07%
2014 24664 2555 11.08% 14477 57.00%
2013 37629 4172 10.36% 21449 58.70%
2012 65717 7626 11.06% 36849 77.22%

(a)

(b)

Figure 20 – Rate of (a) Default (b) Early Payment, by issue date (x axis)
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reflected in this value.

2. Interest rate: interest rate of the loan.

3. Installment: the monthly payment owed by the borrower.

4. Employment length: employment length in years, ranging from zero to ten, where
zero means less than one year and ten means ten or more years.

5. Home ownership: the home ownership status provided by the borrower during re-
gistration or obtained from the credit report (rent, own or mortgage).

6. Annual income: the self-reported annual income provided by the borrower during
registration.

7. Verification status: indicate if income was verified or not.

8. Dti: A ratio calculated using the borrower’s total monthly debt payments on the
total debt obligations, excluding mortgage and the requested LC loan, divided by
the borrower’s self-reported monthly income.

9. Total acc: The total number of credit lines currently in the borrower’s credit file.

10. Earliest credit line: time since borrower’s earliest reported credit line was opened.

11. Loan percentage to income: a ratio computed as the loan amount on the annual
income, reflecting the share of commitment of income with the loan.

12. Time to default or repayment (in months).

13. Default status: binary variable with 1 (default) or 0 (non default).

14. Repayment status: binary variable with 1 (default) or 0 (non default).

4.5 Results
In this section we compare results provided by fitted models. For the competing

risk apporach we consider models based on on cause-specific (CS) and subdistribution
hazard (SH). For CS models the secondary risk (early payment event) is assumed to be
censored. For SH models, individuals with pre-payment event before time 𝑡 remain in the
risk set with an associated weight.

In credit risk context, ignoring the competing risk event of prepayment results
in upwardly-biased estimate of the cumulative probability of default (FRYDMAN; MA-
TUSZYK, 2022). In this way, we first evidence the importance of competing risk modeling
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by comparing each survival model as if early repayment was not considered as secondary
risk.

Figure 21 shows, for each model, the estimated curve of cumulative probability of
default from a hypothetical renegotiation with 12% interest rate, assigned “rent” regarding
ownership status and taking median values on all other covariates. For cause-specific
models this is the Cumulative Incidence Function, as for the other models, it is represented
by 1-predicted survival function. This shows that cause-specific models leads to a lower
curve of cumulative probability of default with the same predictive power.

We evaluate predictive performance on both a test dataset and an out-of-date da-
taset. For performance comparison we compute three metrics commonly used to assess
goodness of fit on survival models. The Concordance Index (HARRELL et al., 1982),
which measure a rank correlation between estimated risks and observed times. The Inte-
grated Brier Score (IBS), showing accuracy risk predictions over time. The Dynamic AUC
providing a measure of calibration over time, by distinguishing observations who fail by
time 𝑡𝑖 ≤ 𝑡 from those failing after time 𝑡𝑖 > 𝑡.

Table 10 displays out-of-sample and out-of-time results. Models with a Compo-
nentWise Gradient Boosting approach showed the best results, closely followed by Cox-
PH. Gradient Boosting Survival Analysis was outperformed and every comparison.

In an out-of-sample test, adaptation for subdistribution hazards showed slightly
better results than cause-specific, with a C-index of 0.6462 (HS) over 0.6447 (CS), closely
followed by CoxPH (0.6441) and GBSA (0.6313). IBS showed major differences in an out-
of-sample test, with the best value of 0.0665 for SH CWGB and over twice this value for
cause-specific models, such as, 0.1472 (CS CWGB), 0.1494 (CS GBSA) and 0.1691 (CS
CoxPH). However, IBS in out-of-time comparison present similar values of over 0.9 with
the best value achieved by CS CWGB (0.0898). This difference relate to the soared rate
of early prepayment observed in operations issued in 2012, affecting the secondary event
distribution within the time-period. Dynamic AUC for CWGB also show competitive
numbers with similar values for SH (0.6607) and CS (0.6602), both approaches presenting
better results than CoxPH (0.6574) and GBSA (0.6412).

In operations starting in 2015 a reversed behavior is seen among CWGB approa-
ches, with CS with slilghty higher values than SH. However, both models outperformed
Cox-PH and GBSA on all metrics considered. Out-of-sample dynamic AUC shoes grea-
ter disparitie with CWGB (0.709 CS and 0.6795 HS) over CoxPH (0.6789) and GBSA
(0.6615).

In general, we observe that ComponentWise Gradient Boosting models showed
better performance on both scenarios, closely followed cause specific Cox Proportional
Hazards, and Gradient Boosting Survival was outperformed in all comparisons. The loss
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(a)

(b)

(c)

Figure 21 – Cumulative probability of default comparison when ignoring prepayment
event for (a) CWGBSA (b) GBSA and (c) Cox-PH.
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Table 10 – Out of sample and out of time results

Model Out of sample Out of time
C-Index IBS AUC C-Index IBS AUC

SH CWGB 0.6462 0.0665 0.6607 0.6873 0.0961 0.6975
CS CWGB 0.6447 0.1472 0.6602 0.6887 0.0898 0.7009
CS CoxPH 0.6441 0.1691 0.6574 0.6711 0.0955 0.6789
CS GBSA 0.6313 0.1494 0.6412 0.6536 0.0937 0.6615

function adaptation to subdistribution hazards on CWGB showed comparative perfor-
mance.

Aside from predictive power, it is also interesting to analyze default prediction.
This can be achieved by comparing the cumulative incidence functions (CIFs), which
provides an idea of the probability of failure (PINTILIE, 2006). We analyze predicted
curves for loans with 7.5% (Figure 24), 10% (Figure 25) and 12% (Figure 26) interest rate,
with home ownership status assigned as “rent” ad ‘mortgage” and taking the median value
on all other covariates. A higher curve is estimated by SH CWGBSA in all scenarios. While
SH CWGBSA presents the same cumulative curve for both status of home ownership
(keeping interest rate constant), it appears to be sensitive to interest rate level, with
significant increase on the cumulative probability as higher rates are considered. This
could be a reflection of the penalized approach lasso-like, leading to a prediction made
by few covariates. Cause-specific models provides lower estimated curves and more mixed
behavior of different interest rates and home ownership status. CS CWGBSA and CS
GBSA presents a similar behaviuor, providing higher curves for “mortgage” when interest
rate is 7% , and with a decreasing impact of home ownerhsip as higher rates are considered
(with CS GBSA curve higher then CS CWGBSA in all scenarios). For CS CoxPH higher
curves are observed for “rent” than for “mortgage” status, specially for higher interest
rates. For instance, with 12% interest CS Cox-PH has the lowest curve for “mortgage”
and the second highest for “rent”.

4.6 Conclusion
The use of survival models for estimating default probabilities presents an attrac-

tive alternative for compliance with regulations such as IFRS9. Additionally, by incorpora-
ting the competitive risk of early prepayment, we can estimate lower default probability
curves while maintaining the same predictive power. From the perspective of financial
institutions, these smaller curves can lead to a lower required provision, thus positively
impacting results such as shareholders’ equity, bonuses, and dividends.

In this paper, we have introduced a component-wise boosting framework that con-
siders competing risks with subdistribution hazards in the credit risk literature. Unlike
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Figure 22 – Out-of-sample cumulative Dynamic AUC

Figure 23 – Out-of-time cumulative Dynamic AUC
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Figure 24 – Cumulative Probability of default for an operation with interest rate of 7%
and home ownership assigned as (a) Rent and (b) Mortgage

(a) (b)

Figure 25 – Cumulative Probability of default for an operation with interest rate of 10%
with home ownership assigned as (a) Rent and (b) Mortgage

(a) (b)

studies applying a similar framework in other areas (BINDER et al., 2009), we do not
consider an offset during the fit stage and use non-penalized loss functions. This choice
is motivated by the uncommon occurrence of having more covariates than observations
in the context of credit loans. We have demonstrated that adapting the loss function to
include competing risks during estimation on the CIF yields comparative results com-
pared to cause-specific models when analyzing a dataset of refinancing operations. For
future studies, it would be interesting to test different base learners within the boosting
framework.

When considering different interest rates and home ownership statuses, SH CWGBSA
demonstrated impacts on the curve solely by varying the interest rate. This observation
may be attributed to the training structure, which generates predictions based on a limited
number of covariates.
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Figure 26 – Cumulative Probability of default for an operation with interest rate of 12%
and home ownership assigned as (a) Rent and (b) Mortgage

(a) (b)

Figure 27 – Predicted cumulative probability of default



Chapter 4. Credit Risk Assessment with Machine Learning and Competing Risk Survival Analysis
Models 75

Boosting has been shown to improve the prediction accuracy of survival analysis
models, particularly for high-dimensional data (MAYR et al., 2014). However, the inter-
pretability of the GBM can be challenging, as it combines many weak learners to make
the final prediction. Therefore, it is important to carefully consider the trade-off between
model accuracy and interpretability when using boosting in survival analysis.
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