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Abstract 

Machine-learning (ML) models have been increasingly applied to make decisions that 

affect key aspects of people’s lives. However, users and regulators are barely aware of 

how these models work, as only scarce information is disclosed by developers and 

operators on this matter. ML transparency emerges thus as a recurrent demand made 

by stakeholders for users to gain control over how much their lives should rely on 

judgements carried out by machines, for regulators to render those responsible for 

them accountable for incurred damages and for scholars to understand algorithms' 

impacts in society. This dissertation thus traces a comparative analysis on how the 

Brazilian and European data protection legal frameworks address ML transparency 

and assesses the adequateness of the responsive regulation theory’s participatory stra-

tegies and incentives framework for promoting more intelligible systems.  

Keywords: machine learning, transparency, accountability, responsive regulation, arti-
ficial intelligence. 



Resumo 

Sistemas de aprendizagem de máquina (machine  learning,  ML) têm sido cada vez 

mais utilizados em processos de tomada de decisões que afetam aspectos-chave das 

vidas de pessoas. Entretanto, usuários e reguladores pouco sabem sobre como esses 

modelos funcionam, já que apenas informações escassas são divulgadas por seus de-

senvolvedores e operadores. A transparência dessas tecnologias surge assim como 

uma exigência feita por diferentes grupos de especialistas para que os usuários ten-

ham controle sobre o quanto suas vidas devem depender dos julgamentos realizados 

por sistemas de machine learning, mas também para que reguladores responsabilizem 

os responsáveis por eles pelos danos que vierem a incorrer. Esta dissertação traça as-

sim uma análise comparativa sobre como as leis brasileira e europeia de proteção de 

dados abordam a transparência de machine learning e avalia a adequação das estraté-

gias participativas da teoria da regulação responsiva e de sua estrutura de incentivos 

para promover sistemas mais inteligíveis.  

Palavras-chave: machine learning, transparência, responsabilidade, regulação respon-
siva, inteligência artificial. 
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1. INTRODUCTION 

Artificial intelligence (AI) systems have occupied a crucial role in the functioning of 

most digital systems developed and adopted by both individuals and organisations. A 

fast-evolving family of technologies and a field of study, AI has been deployed, silent-

ly or not, in smartphones, autonomous cars, smart TVs, smart toys, social media plat-

forms, surveillance cameras, and almost anything digital that reaches our hands in the 

2020s.  

AI algorithms have also been increasingly applied for supporting and making deci-

sions that affect critical aspects of people’s lives. They are being used to help busi-

nesses’ and governments’ decision-making processes in areas ranging from credit-

worthiness analysis and eligibility for welfare benefits to curating what political news 

we access on social media (CENTER FOR AI AND DIGITAL POLICY, 2020). 

Two phenomena are among the most influential features for the growth in AI adoption 

in the past decades. The first relates to the ever-increasing amount of electronic data 

being produced every day. The second consists of the enhancement of data processing 

capacity in computational systems (KANDPAL, KRISHNAN & SAMAVEDHAM, 

2012). 

These trends had multiple consequences. Among them, one can mention the democra-

tisation of access to new technology. As investments in companies such as Intel were 

driven mainly towards the increase in computer power, the processing capacity of 

computers increased exponentially. At the same time, the “price of new CPUs re-

mained (fairly) stable; and cost of older technology dropped at (roughly) the same rate 

as the power of new processors rose” (KUNIAVSKY, 2010, p. 6). 

The increase in the production and availability of data and the greater capacity to 

process more information were fundamental for the acceleration of AI development. 

As we have seen, data, and good-quality data, are essential to boost AI algorithms’ 

performance, and being able to process it as fast and as efficiently as possible is a way 

to develop more efficient systems (GRÖGER, 2021). 
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Extracting value from data has been perhaps one of the most important competitive 

advantages of the companies that reshaped capitalism in the last twenty years, espe-

cially technology giants Google, Apple, Facebook and Amazon. Through their ability 

to commercialise and create new products from the tremendous amount of informa-

tion - including personal information - they collect, they became the most valuable 

companies in the world. Most of this was also achieved by their capacity to develop 

advanced artificial intelligence systems that were proficient in extracting meaning 

from such data (VEALE, 2019). Important to note, nevertheless, that these players 

were also the main creators of what Shoshana Zuboff (2018) calls surveillance capi-

talism: a new economic order founded mainly on the hidden collection, accumulation 

and profiting from personal data through an architecture built towards modifying the 

behavior of individuals. 

Due to the role AI has been playing in contemporaneity through the examples we 

have seen above, it has been gaining wider attention from society, especially as more 

information is disseminated about its influence on individuals’ and groups’ fortunes 

and how many systems have been replacing our agency in different spheres of our 

lives through automated decision-making processes. Before the growth of social me-

dia, for instance, news outlets were key curators of information in society. Now, some 

consider that AI systems governed by companies such as Facebook, Twitter and 

Google have taken the role of gatekeeping information as they have been the ones re-

sponsible for selecting content that we access online on their platforms (BUCHER, 

2018). Another example is the application of AI systems for predictive policing, as a 

way to support police forces and policymakers in identifying the neighbourhoods in 

which crimes are more likely to be committed (DELOITTE, 2021). They are also the 

basis of many credit analysis systems and play a key role in determining our credit-

worthiness (HEAVEN, 2021).  

Nevertheless, as AI has been helping reshape how we access information, combat 

criminality and assess credit-worthiness, its pitfalls have also started to spread. Infor-

mation leaked on the so-called Facebook Files showed how the company’s algorithms 

may have contributed to the development of eating disorders in teenagers - and that 

the company was very well aware of that (ALTER, 2021). In other applications, dis-
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criminatory bias has been found in face recognition systems, which were shown to 

fail more frequently when trying to identify people who were not white males (NIST, 

2019) - and have even influenced police officers to mistakenly take into custody inno-

cent people in Brazil (WERNECK, 2019; REIS, ALMEIDA, DA SILVA, DOURA-

DO, 2021). Credit scoring systems based on AI have also been less accurate when as-

sessing minorities’ credit histories in the United States of America (HEAVEN, 2021).  

Such hazards of AI systems indicate how they are far from neutral. Developed by hu-

man beings, they reflect our beliefs, prejudices, personal and societal backgrounds, as 

well as our hopes, fears, ambitions and biases, including a reproduction of systemic 

racism (SILVA, 2022; ALMEIDA, 2019). Hence, there is no other way to look at their 

promises and threats but as human creations, full of potential flaws, and not as all-en-

compassing solutions for the world’s miseries.  

And these pitfalls should be taken seriously. By selecting and ranking information to 

be displayed on social media, as well as by supporting decisions such as helping po-

lice officers decide whom to approach in the streets and banks to classify who is 

trustworthy enough to receive credit, these systems help to make the world appear in 

certain ways rather than others. As they influence how humans see the world, they 

also impact how we make our decisions. 

1.1. The narratives surrounding AI 

Narratives concerning artificial intelligence have evolved in directions as manifold as 

the technologies to which they refer. Some of them reflect a rhetoric 

of inevitabilism (ZUBOFF, 2019) that grew to become almost an ideology in the tech-

nological field. This narrative outlines that technological development as it happens to 

be is inevitable and indispensable for solving humanity’s problems. This approach 

usually presents digital solutions as a “quick and flawless way to solve real world 

problems” (BBW, 2021), a mentality that Evgeny Morozov calls “techno solutionism” 

(MOROZOV, 2013), whereby individuals and organisations rely uncritically on tech-

nology to solve issues, without much consideration to its risks. 
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At the same time, there are multiple examples of reactions against the exercise of a 

sort of technological reign over society, calling attention to how any uncritical adop-

tion of AI may have severe consequences on the rights and liberties of individuals and 

groups. Initiatives such as the Italian #NoStreamDay, which advocates against the 

opacity of AI-based content moderation systems in streaming platforms, as well as 

lawsuits and legislations in Brazil and Spain demanding gig economy companies to 

render their algorithms more transparent, represent some of the voices that call for 

further regulation of artificial intelligence systems. Organisations such as Big Brother 

Watch and Access Now, for instance, have been supporting the ban of facial recogni-

tion, an increasingly applied AI application. In another case, the European Commis-

sion has been driving efforts toward establishing ethical principles for artificial intel-

ligence and even for the approval of a risk-based regulation through its AI Act pro-

posal. 

This cautious approach, referenced by Marda (2018, p. 1) as a “sobering narrative”, 

emerged from the identification that these systems have a tendency to “not only im-

bibe, but also exacerbate existing human biases”, and cannot escape from the fact that 

they are technologies susceptible of failures. 

These divergent narratives reflect the influential role AI systems play in society. 

That’s why governments, companies, academia and civil society have turned their at-

tention both to AI’s potential to enhance humanity’s problem-solving capacity and the 

risks they impose on our welfare. Their risks drive society to conceive regulations for 

these tools that provide for effective, fair forms of accountability while ensuring that 

they are developed and implemented in a way that protects and promotes rights. These 

questions, at the same time, do not exclude the fact that we, as a society, should put 

into question what are the technologies that we want to represent our possible futures 

and what are the ones that we want to reject due to their capacity of reproducing and 

reinforcing discriminatory power (SILVA, 2022). 

1.2. Preliminary remarks on AI accountability and transparency 
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AI technologies are primarily complex, opaque, modifiable through updates, capable 

of learning during operation, frequently unpredictable and vulnerable to cybersecurity 

threats. Due to these characteristics, the chance of harm posed by these tools is high, 

and figuring out ways to regulate them has been a challenging task for specialists and 

policymakers worldwide (PASQUALE, 2015; EUROPEAN COMMISSION, 2020a; 

BUITEN, 2019). 

One of the main challenges posed when considering AI regulation relates to rendering 

those responsible for developing, selling or operating these systems accountable for 

their damages for two main, non-exhaustive reasons.  

First, determining who is liable for an AI’s damages is frequently tricky. The chain of 

organisations and individuals that make part of the development and deployment of 

these systems is usually formed by multiple nodes that interfere differently with the 

technology in distinct stages of its life cycle. Such characteristics may make it more 

challenging to offer victims of damages caused by these applications a claim for com-

pensation and render individuals and organisations accountable for rights violations 

(EUROPEAN COMMISSION, 2019). 

Second, because many AI systems, particularly those based on deep-learning (such as 

those found in face recognition or voice assistant applications), display functions so 

complex that sometimes not even their creators can understand. The databases 

through which they train and learn are usually so vast, and the chain of decision-mak-

ing between the different nodes of these systems is so complex that it is usually barely 

impossible to understand how they have reached a specific decision. As such, despite 

the far-reaching presence of AI systems, the complexity of their internal operations 

makes few of these systems intelligible to humans, which makes it challenging to un-

derstand the real impact they have on society and how to hold those responsible for 

them accountable (BAYAMLIOGLU, 2018). 

Accountability is a word that has been subject to many different definitions and lacks 

direct translation to some languages, such as Portuguese. However, one can consider 

it as a form of relationship in which an agent must explain and justify his or her con-

duct to another actor or a larger audience, and for such conduct this agent can be 
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questioned, judged and face the consequences (BOVENS, p. 450, 2017). In an envi-

ronment concerning the uses mentioned above of AI, we would consider the agent the 

individual or entity responsible for the system, the ones questioning him or her a regu-

lator or society as a whole, and the conduct would be the pitfall of the system which 

might be leading to rights infringements. 

To address the challenge of rendering these agents accountable despite the complexity 

of AI, many have argued that promoting transparency is a fundamental step (RUDIN, 

2019; MALGIERI, 2018; MITTELSTADT, RUSSEL & WACHTER, 2019). The logic 

is that once we are capable of understanding how the decision-making processes of AI 

systems work, regulators and society would be more capable of rendering the agents 

responsible for these technologies accountable for the errors they incur.  

We may find provisions regarding this theme in different legislations worldwide, but 

frequently in a generic and abstract manner, without much specification on how to 

attain such transparency. In Brazil, for instance, the Lei Geral de Proteção de 

Dados (General Data Protection Law, Law n. 13,709/2018, hereinafter “LGPD”), in 

its Article 20, provides for a right for data subjects to request information on the crite-

ria and proceedings used by an automated decision system to profile him or her based 

on personal data. A similar provision in the European Union’s General Data Protec-

tion Regulation (Regulation (EU) 2016/679, hereinafter “GDPR”) ’s Articles 13(2)(f), 

14(2)(g) and 15(1)(h).  

Bills aiming at regulating digital platforms in both Brazil and the UE also provide for 

AI transparency. We may find obligations in that sense in the Brazilian Bill PL 

2,630/2020, which aims to enact the Lei Brasileira de Liberdade, Responsabilidade e 

Transparência na Internet (Brazilian Law for Freedom, Responsibility and Trans-

parency on the Internet) and the European Union’s Digital Services Act (2020/0361 

(COD), hereinafter “DSA”). Similar examples are the Brazilian bill Marco Legal da 
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Inteligência Artificial (Artificial Intelligence Legal Framework, PL 21/2020)  and at 1

the EU’s Artificial Intelligence Regulation proposal (2021/0106). However, all of 

them also make reference to generic terms such as information about “criteria”, “pro-

ceedings” and “logic” when addressing what should be subject to information obliga-

tions regarding AI systems. 

The lack of clarity of such legal acts does not give regulators much light on how to 

put AI transparency in place, and even whether or not there is a right to transparency 

or explanations regarding data processing through automated decision making sys-

tems. The challenge becomes greater when we realise that enhancing transparency 

inevitably leads us to a myriad of barriers that rise from both systems’ inner function-

ing and the social, economic and political contexts in which these applications are de-

veloped and applied. To make reference to only a few of such obstacles, one can men-

tion the intrinsic complexity of AI — especially of deep learning systems, as men-

tioned earlier —, the commercial secrets surrounding them, as well as the possibility 

of manipulating and gaming algorithms, be it by internal or external agents to their 

operators (VEALE, 2017). 

Apart from this, transparency in itself can bring issues that may render it useless or 

even prejudicial. Ananny and Crawford (2018) have argued, for instance, that trans-

parency can create even more opacity when an organisation discloses so much infor-

mation that one cannot understand what is important for accountability purposes and 

what is not. This is what they call “strategic opacity” or “resistant transparency”.  

 After criticism from civil society organisations and specialists, the Rapporteur for the Senate of the 1

Marco Legal para a Inteligência Artificial, Senator Eduardo Gomes, commissioned a Commission of 
Jurists to prepare a new draft for the Marco Legal para a Inteligência Artificial on the 30th of March, 
2022. The bill’s scope is expected to considerably change after the presentation of the new text. See, 
e.g., SENADO. Comissão de juristas da inteligência artificial faz balanço de audiências públicas. 
Agência Senado, Brasília, 16 May 2022. Available at https://www12.senado.leg.br/noticias/materias/
2022/05/16/comissao-de-juristas-da-inteligencia-artificial-faz-balanco-de-audiencias-publicas. Last 
access: 12 July 2022. LEMOS, Alessandra et al. Nota Técnica PL n. 21/2020: sobre o marco legal do 
desenvolvimento e uso da inteligência artificial no brasil. LAPIN, Brasília, v. 1, n. 1, p. 1-49, nov. 
2021. Available at: https://lapin.org.br/2021/11/09/nota-tecnica-atualizada-discute-o-pl-21-a-2020-do-
marco-legal-de-ia/. Last access: 12 jul. 2022; DE PEREIRA, José Renato Laranjeira de; MORAES, 
Thiago Guimarães. Promoting irresponsible AI: lessons from a Brazilian bill. Heinrich Böll Stiftung, 
Brussels, 14 Feb. 2022.  Available at https://eu.boell.org/en/2022/02/14/promoting-irresponsible-ai-
lessons-brazilian-bill. Last access: 12 Jul. 2022.
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In this sense, some of the inevitable questions we have to raise to start any discussion 

regarding artificial intelligence transparency relates to why, how, and to whom is 

transparency and accountability relevant. After all, as we will further discuss, any 

analysis of algorithms cannot be made separately from their social context (BUCH-

ER, 2018), in order to understand these systems not just as code and data, but as “as-

semblages of human and non-human actors” (ANANNY & CRAWFORD, 2018, p. 

983). It is fundamental to understand what for and to whom accountability should be 

driven, and therefore ask ourselves, “what is being looked at, what good comes from 

seeing it, and what are we not able to see?” (ANANNY & CRAWFORD, 2018, p. 

985). 

This dissertation aims to shed light on the opacity of AI-based technologies, or what 

some have called the “black box” of AI (PASQUALE, 2015), with a focus on how to 

regulate it. Since AI is a family of technologies, we anticipate that our main focus will 

be machine learning (ML), a gender of technologies pertaining to the family of artifi-

cial intelligence.  

In this sense, some of the questions we aim to answer in this work are: 

1. What makes a machine learning system opaque? 

2. Is opacity a problem? 

3. Can transparency be an effective tool to address such problems? 

4. Are data protection rules suitable to address machine learning transparency?  

5. Can regulatory theory help enhance machine learning transparency by enforcing 

data protection rules in Brazil?  

We expect that these questions will allow us to answer the main research question of 

this dissertation: can the responsive regulation theory enhance machine learning 

transparency in Brazil by enforcing data protection rules prescribed by the LGPD?  

My choice for the responsive regulation theory lies in its ability to design regulation 

that is adaptable to the reality of each regulated entity in order to grasp the specifici-

ties of its activity and behaviour. As such, this work agrees with the theory that there 
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are no optimal or best regulatory solutions, as practical approaches may vary on the 

specific market, the historical context and the businesses involved (AYRES & 

BRAITHWAITE, 1992, p. 5). As a machine learning system may pose different de-

grees of risk according to its application, we need a theory that does not rely on a one 

size fits all approach but is highly adaptable.  

The regulator’s role in responsive regulation is to be attentive to different businesses’ 

and markets’ characteristics, identify when and how to take action, and design norms 

most suitable to different realities. In this sense, regulatory objectives are, according 

to Ayres and Braithwaite (1992, p. 6), more easily achieved “when agencies display 

both a hierarchy of sanctions and a hierarchy of regulatory strategies of varying de-

grees of interventionism”. State intervention in businesses escalates and de-escalates 

according to the level of compliance of regulated entities by applying the so-called 

“regulatory pyramids”, as we will describe in more detail further in this dissertation. 

The path we will follow through in our adventure is as follows. In Chapter 2, we will 

define the concepts we will use throughout this work and discuss how data and algo-

rithms interact for ML models to issue outputs. The Chapter will also dive deeper into 

how many of these systems have been developed in a way that prevents users and 

regulators from understanding how they work. Finally, we will investigate how these 

machines have affected society’s functioning and why their transparency matters. 

Chapter 3 focuses on what it means for ML to be transparent. We will (i) investigate 

the different taxonomy related to providing and assessing information of these sys-

tems, such as interpretability, explainability, justifiability, etc.; (ii) have a glimpse of 

how explanations about ML systems can depend on the criteria such as moment, 

scope and degree; (iii) assess the limitations of transparency in allowing individuals, 

groups and the state to take action against abuses carried out with these technologies; 

and then (iv) analyse how legislation addresses this theme. We will pay special atten-

tion to the means for regulators to be more straightforward in their demands on what 

and how information should be displayed regarding AI systems while assessing the 

obstacles for transparency to allow for effective AI accountability. At the end of the 

Chapter, this work will present a set of questions to be asked by anyone aiming to un-
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derstand a machine learning system in order to define what information is necessary 

and in what format to enhance comprehension about it. 

In Chapter 4, this work will focus on an assessment of data protection regulations 

from Brazil and the European Union, namely the Lei Geral de Proteção de Dados and 

the General Data Protection Regulation, respectively. We will assess the evolution of 

data protection rules over time and how they affect the deployment of machine learn-

ing systems. Finally, we will address the open questions for dealing with the risks left 

open in data protection laws. 

Finally, Chapter 5 will investigate the adequateness of responsive regulation’s partic-

ipatory strategies and the incentives framework it provides for making ML systems 

more transparent. That includes assessing issues such as what factors may influence a 

regulator in enforcing rules towards ML systems, the role of enforcement pyramids, 

and what specificities the theory should have in countries of the Global South. 

Machine learning has created great opportunities for humanity to solve long-dated 

problems. From supporting cancer treatments to allowing for knowledge to reach 

larger audiences through automated translation applications, ML’s potential to support 

society is significant. However, the risks these systems pose are as vast as their bene-

fits, and the world needs to address them in a way that does not underestimate the 

complexity surrounding these machines. And we need to understand ML better to 

profit from its promises in a way that protects our rights.  

This work expects to bring inputs for this discussion from a regulatory perspective. 

After following this journey, it expects to have conceived tools for supporting regula-

tors and regulated entities in defining how to provide information about ML ap-

plications that is effective in enhancing accountability and understanding of how these 

systems affect our world.  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2. MACHINE LEARNING AND OPACITY 

2.1. Machine learning definition and methods of learning 

A theoretical glimpse on how a machine learning (ML) system works is crucial to 

identify how automated predictions and decisions that influence our lives on a daily 

basis are made. Therefore, the present chapter will discuss how data and algorithms 

relate in order for ML models to issue decisions. It will also address how most of 

these systems, and the rationale regarding artificial intelligence and machine learning 

as a whole, have been developed in such a manner that prevents users and regulators 

to understand how these machines work and how they reproduce power dynamics.  

Defining AI has been a huge challenge for experts. According to Russel and Norvig 

(2013), it refers to the field of study and development of rational agents, i.e., entities 

that perform actions, acting on an environment, in order to achieve the best possible 

expected result.  

Another definition, which tries to cover also the proceedings through which AI learns 

and acts in the world, is the one provided by the European Union’s High Level Expert 

Group on Artificial Intelligence (2019). Similarly to Russel and Norvig’s considera-

tions, it highlights how AI is both software (and sometimes a hardware) development 

and a scientific discipline. On the other, it is descriptive on how AI systems are de-

signed by humans to “act in the physical or digital dimension by perceiving their en-

vironment through data acquisition, interpreting the collected structured or unstruc-

tured data, reasoning on the knowledge, or processing the information, derived from 

this data and deciding the best action(s) to take to achieve the given goal”. 

Machine learning (ML), on its turn, is a branch of artificial intelligence, and has be-

come one of the most common technologies applied for tasks that require information 

extraction from large datasets, and has been used in systems such as search engines, 

social media feeds, credit scoring systems and predictive justice applications. It refers 

to a set of techniques for building models capable of automatically detecting, discern-

ing and operationalising meaningful patterns in data without explicitly programming 

them, by inducing their development from specific datapoints. Each technique uses a 
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different approach to extract and encode such patterns in a way that they are likely to 

generalise and then applied to new information that is not present in the data used to 

train the system (SHALEV-SHWARTZ & BEN-DAVID, 2014; VEALE, 2019). 

ML systems “learn” to perform specific activities by extracting information from a 

specific, pre-existent, dataset, which we can call training dataset. Having learned 

from information contained in such a pool of information, they can process new data 

(input) so as to perform a task (output), which can be a classification or a prediction, 

for instance.  

One common way to categorise different approaches to teach these machines relates 

to the degree of human supervision involved in its learning process. A form of classi-

fication is between supervised, unsupervised and reinforced learning. 

A system that learns through supervised learning gains experience by analysing a 

dataset already containing significant information that will allow the model to per-

form its tasks (SHALEV-SHWARTZ and BEN-DAVID, 2014). A common example is 

an email spam filter. Based on past experience acquired by processing information on 

what sort of patterns are usually followed by spam messages, machine learning sys-

tems are able to identify what sort of information in a communication are most likely 

to characterise it as spam. Spam filters usually learn from pre-classified training data 

that contain samples that have already been categorised as spam or as legitimate mes-

sages so as to grasp what are the characteristics most common to them and thus learn 

how to carry out classifications more or less independently of human review. Based 

on this experience, and also by analysing, for instance, datasets containing lists of 

common spam senders, the ML application can analyse a new message (input) and 

later classify it as spam or as a legitimate email (output)  (TRETYAKOV, 2004). The 

fact that the training data is already labeled when the system starts to learn from the 

dataset makes it a form of supervised learning algorithm. 

In unsupervised learning, on the other hand, there is no distinction between training 

and test data. It allows to approach a problem with little or no idea on what results 

should look like, in a way that there’s usually no feedback based on the prediction re-

sults. Clustering a data set into subsets of similar objets based on relationships among 
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the variables present in the data (SHALEV-SHWARTZ and BEN-DAVID, 2014; NG, 

2022) is a typical example of application that can be trained with the use of unsuper-

vised learning. They can be applied, for instance, to separate users of a social network 

into personality categories based on their profile information with the aim to target 

advertising more effectively for each different group of users. Besides clustering, oth-

er unsupervised learning systems include, e.g., association rules, frequently deployed 

in recommendation systems in e-commerce websites or streaming services (PORTU-

GAL; ALENCAR; COWAN, 2018). 

Supervised and unsupervised learning are the two extremes of a broad spectrum of 

supervision which is occupied by machine-learning systems. Most frequently, systems 

will occupy an intermediary level of supervision (GOOGLE DEVELOPERS, 2022). 

That’s why some authors make reference to semi-supervised learning algorithms, 

found mainly when working with a training set with missing information, where only 

a part, though a significant one, of the dataset is properly classified (CHAPELLE, 

SCHÖLKOPF, ZIEN, 2006). In this sense, instead of discarding unclassified data, 

certain pieces of information about them can be used to help improve the model 

(VEALE, 2019). Examples can be found in movie rating websites, where systems are 

responsible for grading movies in a context where not every user has rated every 

movie (PORTUGAL, ALENCAR, COWAN, 2018).  

Finally, it is also meaningful to mention another approach for teaching these ma-

chines: reinforced learning. Algorithms working under this umbrella learn “based on 

external feedback given either by a thinking entity, or the environment” (PORTU-

GAL, ALENCAR, COWAN, 2018, p. 4). This is usually the approach adopted for ML 

systems that play board games against opponents. Good moves receive positive feed-

back, while bad ones are discouraged. With the feedback received, systems are able to 

learn how to best perform in these environments. 

The finite and sequential set of computational steps that transform input into output 

for solving a specific problem consist of the so-called algorithm (CORMEN; LEIS-

ERSON; RIVEST; STEIN, 2009), as it is understood under what Veale (2019, p. 27) 

calls “repeatable recipe definition”. For him, however, this somewhat cold, senseless 
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definition of algorithms falls short of comprehending the fact that algorithms are al-

ways relating to their contexts while reproducing social values, and never only a mere 

sort of technical rules neutrally arranged. 

By combining the definition we provided for machine learning with a description of 

the different approaches used for teaching ML systems to perform actions, we can 

also understand the centrality of data for these applications to operate. Much of the 

effectivity of a system involves how it develops itself through the processing of in-

formation it accessed on its environment. For this reason, it is fundamental not only to 

understand the technicalities around data processing, but also to assess critically how 

data is usually collected, accessed, categorised and applied for training machines. The 

role of humans in this process is pivotal, and the way they plan, design, sell, comment 

and operate these systems has key implications for the welfare of our society and our 

planet. 

2.2. Machine learning and data 

The aforementioned definition of machine learning systems as being capable of de-

tecting automatically meaningful patterns in data brings to light the centrality of 

datasets for the development and operation of these systems. As such, their perfor-

mance will also be directly related to the quality and the amount of data gathered in 

the training dataset that was applied for the learning of these systems. 

Along with other kinds of artificial intelligence applications, machine learning saw an 

outstanding peak of development with the evolution of automated data-gathering 

techniques and the huge price reductions of mass-memory storage and processing ap-

paratus that have allowed for the collection and retention of incomparable amounts of 

data. This was fundamental for the technology to improve. Machine learning systems 

had vast datasets to learn from and build capacity to process even more data, and thus 

keep classifying, quantifying, and extracting useful information from them (NILS-

SON, 2009).  
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In this scenario, a common mindset came to permeate the mindset of most of the te-

chnical community developing these systems. The motto “the more data the better” to 

feed ML systems came to be taken as something a priori, as machine learning ap-

plications were, at least apparently, enhancing in exponential scale in comparison to 

what happened in previous decades due to the greater availability of data (NILSSON, 

2009). 

Machine learning, hence, has taken advantage of and also perpetuated what came to 

be known as big data, a term that has been mostly used to refer to extremely large 

datasets that could first only be captured, managed and processed by high perfor-

mance computers, and that now can be, to some extent, processed also by standard 

softwares (MANOVICH, 2011). 

Even though a phenomenon originated a few decades ago, big data became a buzzing 

word and an object of frenzy in more recent years. As Michael Veale (2019, pp. 25-6) 

puts it, this “allure of big data” refers not only to the technical phenomenon around 

the use of vast amounts of datasets to extract predictions from them, but also a social, 

cultural and mythological tool developed by stakeholders in the industry to feed the 

interest on the models and insights possible to extract from these information pools. 

The success of machine learning applications in paradigmatic cases such as the victo-

ry of a system developed by Google subsidiary Deepmind Alpha Go against the pro-

fessional Go player Lee Sedol made it seem like these systems were capable of any-

thing as soon as they were built on the foundation of mass data processing.  

In this sense, besides being a very large pool of information, big data should not be 

taken into consideration apart of the tools that extract relevant patterns from data, es-

pecially machine learning (HILDEBRANDT, 2013). As we have mentioned, machine 

learning was mainly enhanced because of the vast amount of data from which it was 

fed, and big data started to become more and more useful as the techniques for ex-

tracting meaningful information from it became more effective, in sort of a feedback 

loop. 

As such, this massive use of data to train machine learning systems became a precept 

in the development of machine learning systems to the extent that one should not care 
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about the messiness of information found on datasets, as long as the amount of avail-

able data for use was the greatest possible.  

That’s why scholars such as Mayer-Schönberger and Cukier (2013) came to vocalise 

that “more [data] trumps better”, meaning that the quality of datasets should be a 

marginal worry for anyone developing machine learning systems. This notion would 

also be behind the annunciation of an era approaching in which sampling information 

for taking decisions will be unnecessary, as we now have access to all the necessary 

data and that using it would allow humans to see details which would be impossible to 

assess in smaller quantities of data. In this sense, the authors posit that N=all, i.e., the 

information that we need is already there for us to access, and samples are no longer 

necessary to deduct information from them as big data is rapidly approaching a point 

in which it will give us a full picture of society. Important to note that this optimistic 

position has been overly criticised by scholars such as Hildebrandt (2013), Crawford 

(2021) and Veale (2019), as we will show below. 

By stressing this, Mayer-Schönberger and Cukier also made reference to what Halevy, 

Norvig and Pereira (2009, p. 9) meant, while discussing the development of natural 

language processing (NLP) systems, when they affirmed that “invariably, simple 

models and a lot of data trump more elaborate models based on less data”. It is impor-

tant to note that NLP is not machine learning, but stands by its side as a subset of AI 

(KHANBHAI et al., 2021). 

NLP models are a good example of how data quantity was fundamental for their en-

hancement, which happened mostly after developers started to train them not through 

the enunciation of complex linguistic formulas, but through the assessment of enor-

mous amounts of data in datasets containing as much as billions or trillions of words 

found on the internet. For this reason, Halevy, Norvig and Pereira (2009, p. 12) af-

firmed that web would be an incredible source of data, where a “large training set of 

the input-output behavior that we seek to automate is available to us in the wild”. 

That led the authors to issue a call that also reflects much of what has been taken for 

granted among enthusiasts of machine learning: “[n]ow go out and gather some data, 

and see what it can do”. 

16



These transformations were held against a background of a massive datafication of 

the world, which refers to the technological trend turning many aspects of our life into 

data and its subsequent transformation into information through the application of 

software to process and analyse such raw data to realise it as a new form of value 

(MAYER-SCHÖNBERGER, CUKIER, 2013; ZUBOFF, 2019). In this process, not 

only human creations and communications have been transformed into machine-rea-

dable information, but our own bodies and minds became objects that many organisa-

tions have been trying to access to train their systems and fulfil their interests, fre-

quently to the detriment of groups and individuals affected by them, in a process cal-

led by Zuboff (2018) as “rendition”. 

That’s why critics have been increasingly vocal on how ideas such as the ones ex-

pressed above by both Nilsson (2019) and Halevy, Nerving and Pereira (2009) are 

dangerous. Not only for every quantification there is an unavoidable preceding quali-

fication, which leads us to question who is responsible for such a preliminary data as-

sessment and how it is carried out (CRAWFORD, 2021), but also that using all the 

data available from specific sources “does not reflect the necessary incompleteness of 

knowing the world in a quantified way” (VEALE, 2019, p. 37). N=all is, hence, a 

misleading idea, as the translation of life into data can be made in infinite ways ac-

cording to how existence is experienced by each individual or group. Whichever way 

this process is made has a “major impact on the outcome of the data mining opera-

tions (HILDEBRANDT, 2013, p. 32). 

Further, affirming that data is out there, “in the wild”, for anyone to catch, also means 

that someone might not be much worried about what are the stories and narratives be-

hind these information and the individuals and groups to whom they refer. This opens 

a series of ethical and legal questions regarding privacy, data protection and inequality 

and many others that put into question the idea that machine learning systems are neu-

tral, objective tools ready to interpret the world.  

It is also important to underline that, although machine learning systems are able to 

trace correlations between pieces of information, they are not capable of establishing 

relationships of causation between them. They can present a prediction or e.g. iden-
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tify a face in a picture, but not to establish how or why they got to this conclusion. 

They might respond to “what” questions, but not “why” (MAYER-SCHÖNBERGER, 

CUKIER, 2013). As these systems are being deployed by governments and industries 

worldwide to issue decisions as critical as whether we can have access to credit or if 

we look like someone wanted by a law enforcement agency, the difficulty to assess 

how and why these systems issue decisions is a major threat to our fundamental 

rights. 

To exemplify how the quality of the data training an algorithm affects its functioning, 

we can assess the building of a computer vision system that differentiates apples from 

oranges in photographs.  

In order to develop such a system, the first step would be to organise a database with 

plenty of pictures of apples and oranges. In a supervised learning approach, each im-

age will be labeled as that of an apple or of an orange. The algorithm will thus survey 

these data to develop a model for identifying the difference between the two classes of 

objects and thus be able to distinguish the difference between them (CRAWFORD, 

2021). 

However, let’s say that our developer, when building the training dataset with the im-

ages of apples and oranges, only included pictures of red apples, forgetting complete-

ly to add green apples to the database. In this situation, the system will automatically 

conclude that every apple is red, having no idea that the poor green apples should also 

be categorised as such. (CRAWFORD, 2021) 

This simple situation demonstrates the capacity that most machine learning systems 

have to extract hypotheses from data. They make inferences based on the information 

which they have access to, and not necessarily on logical premises. For this reason, 

the system in the aforementioned example could not recognise green apples as a part 

of a broader category of apples along with their red counterparts. That’s why machine 

learning systems’ inferences are inductive, rather than deductive. Inductive inferences 

are mere hypotheses based on previous information, while deductive are conclusions 

following necessarily and logically from their premisses. For this reason, inductive 
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references are always subject to change by assessing additional data (NILSSON, 

2009, p. 495). 

Maybe failing to differentiate apples from oranges would not be much of a burden to 

society. But if we extend this analysis to a type of technology such as face recogni-

tion, which is being increasingly adopted by stakeholders ranging from intelligence 

and law enforcement agencies to advertising companies and financial institutions, the 

impacts to society can be much more problematic. 

Face recognition technology (FRT) may be used for different purposes. It can be ap-

plied at least to four goals: to identify individuals by determining to whom belong a 

specific face; to authenticate, by defining whether a person is indeed who he or she 

claims to be; to (purportedly) identify emotions based on the contraction of muscles in 

someone’s faces; or to define the gender of an individual (MORAES; ALMEIDA; 

PEREIRA, 2021). 

Similarly to our system differentiating apples from oranges, to build a face recogni-

tion application one needs a broad dataset with images, but now of human faces. With 

that in hand, the developer will then trace a set of rules for the algorithm to scan 

unique identifying details of a person’s face so as to differentiate her images correctly 

from all of the other individuals in the database. The system does so by measuring, for 

instance, the distance between the eyes of a person and the distance from her forehead 

to her chin. The result is known as the ‘individual signature’. The algorithm compares 

this signature, which is a sort of mathematical formula, to known faces in a database 

(MORAES; ALMEIDA; PEREIRA, 2021). Based on the similarity of the model cap-

tured and the data found, a match between the image captured by the surveillance 

camera and a given image in the faces database may be made. 

As the use of face recognition systems became far more frequent, the errors they in-

curred were soon seen as troublesome. They have been failing to identify properly 

individuals, allowing even for the detainment of innocent individuals based on the 

mistakes of these systems. In Brazil, for instance, a woman was imprisoned after be-

ing misidentified by an FRT with a wanted woman that was already imprisoned. That 

happened because the database that the system was using to identify individuals was 
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not updated (WERNECK, 2019), something which draws attention to the lack of at-

tention given to the quality of the data feeding the system. A similar situation hap-

pened in the US, where a man was mistakenly detained after being misidentified by 

an FRT (HILL, 2020). 

Face recognition has also been responsible for targeting far more errors when assess-

ing face images of individuals with darker skin tones than the opposite. It came to be 

proven that these frequent mistakes were happening mainly due to the lack of repre-

sentativity of non-white individuals, especially women, in the databases used for 

training the applications (BUOLAMWINI; GEBRU, 2018). 

These expressions of race and gender biases in face recognition systems are pivotal 

examples of how machine learning systems are far from neutral. They are unavoid-

ably embedded with the categories, the data, the biases and the interests of those de-

veloping them. As such, any regulation for addressing the risks emerging from these 

applications should start from the idea that neutrality is unreachable when taking into 

consideration the creation of any human tool, especially one that depends on the 

analysis of historical data, something already unavoidably inlaid with bias.  

As Kate Crawford (2021) puts it, the practices of classifying information are inherent-

ly political. In the field of machine learning, they stigmatise and reduce individuals 

and their experiences to categories so that they can fit the limitations of machines. 

When developers or crowdsourcing workers categorise individuals based on their im-

ages for carrying out assessments of their skin colour or their emotions, for instance, 

they are exerting power in how these people will be interpreted by the systems they 

are feeding. As the outputs of ML shape reality based on these classifications, they do 

so based on the interests and biases of the very individuals that participated in the cre-

ation of these machines.  

That’s why attempts to de-bias datasets such as the one carried out by IBM (MER-

LER et al., 2019) in their face recognition systems had foundational problems. By 

trying to diversity their datasets with more images of women and darker-skinned indi-

viduals, they did not take into consideration that the very classification of male and 

female left apart a series of individuals that do not see themselves represented by the 
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reductionist binary gender classification. And the same applies to skin colour, as cate-

gories such as race, ethnicity, culture and geography go far beyond features in our 

faces, but encompass political, social and cultural backgrounds that cannot be cap-

tured by a camera (CRAWFORD, 2021).  

After all, it is necessary to have in mind that “all information systems are necessarily 

suffused with ethical and political values”, especially those that have disappeared 

“into infrastructure, into habit, into the taken for granted” as affirmed by Bowker and 

Star (1999, p. 321). That also extends into the datasets used in machine learning sys-

tems, fully embedded by the economic, social and political interests and biases of the 

ones developing and operating them. 

Data quality of datasets, thus, despite being an important step to develop more re-

sponsible ML systems, is not sufficient per se. We must ask ourselves why these sys-

tems exist, what sort of data do they use along with the human stories they hide, and 

why are they embedded with the specific steps assigned in the algorithms that shape 

them. The example of face recognition is always representative of how structural 

racism is present in society, and the history of how they were built with the use of cat-

egorisation techniques based in racist stereotypes makes us question why this sort of 

technology still exists (CRAWFORD, 2021; SILVA, 2022; ALMEIDA, 2019). Reduc-

ing its flaws to merely technical aspects is thus misleading. 

However, the answers for these questions are hardly answered. The opacity regarding 

the datasets used, the main rules and logic governing in their algorithms, and how 

specific decisions affecting people’s rights were made became a common place in 

machine learning, along with the lack of justifiability on the motivations behind the 

deployment of these systems and to what extent their outputs are legally acceptable 

(MALGIERI, 2020).  

Pasquale (2015) calls this a feature of the “black box society” in which we are 

trapped. In the black box society, information is detained by a few organisations and 

governments and kept under locks and keys even from the persons affected by these 

algorithmic systems, on the basis of justifications such as governmental confidentiali-

ty or commercial secrecy. ML systems have thus become through the years more and 
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more wrapped in a veil of mystery due to their technical complexity, which also 

serves as a convenient excuse for guarding the secrets of the groups that develop and 

deploy them. 

As a response to such opacity, much has been debated regarding the transparency of 

machine learning applications. Nonetheless, questions such as which systems should 

be explained, what is the level of explainability to be provided, as well as what ex-

plainability actually means have not yet been answered (ROBBINS, 2019). We also 

cannot escape asking ourselves whether explanations are useful at all (ANANNY, 

CRAWFORD, 2018; EDWARDS, VEALE, 2017). Meanwhile, systems continue to 

be applied to inform high-stakes decisions and the accountability for their errors and 

injustices keeps lagging behind due to the lack of relevant information regarding them 

for regulators. 

2.3. Opacity: beyond the black box metaphor 

As earlier mentioned, ML systems have been frequently described as black boxes, in 

the sense that their inner functioning would be unintelligible by those making use of 

them, which sometimes include even their own developers. This lack of transparency 

is usually linked with the frequent lack of accountability for unfair or illegal outcomes 

incurred by different ML models (MOHSENI, ZAREI, RAGAN, 2018). This is based 

on the idea that, without being able to understand them, judges and regulators cannot 

properly address who should be liable for a negative outcome of a system, and groups 

and individuals affected by it would hardly know how their lives are being influenced 

by their operations. Another obstacle in pushing for further ML transparency is the 

challenge of balancing human rights with trade secrecy protections detained by com-

panies deploying or making use of these systems, a feature that poses further barriers 

for substantive intelligibility. 

This exact discussion has happened in a recent decision issued by the First Regional 

Labour Court in Brazil in a lawsuit involving a driver who sued Uber for the recogni-

tion of employment relationship. The plaintiff, among other demands, requested that 
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the Court ordered an audit of the company’s algorithm to assess to what extent the 

ML system used by Uber created a structure of labour subordination between the dri-

ver and the app. Despite Uber’s outcry that assessing its algorithms would violate 

trade secret prerogatives while also putting in risk the company’s business model, the 

Court decided that the auditing would be reasonable as it would be the only way to 

assess to what extent the driver was subordinated to the commands of Uber’s ML sys-

tems (BRASIL, 2021). 

Even though the Brazilian decision was not final, it is an interesting example of how 

the tension between the demand for accountability, trade secrecy protection and 

whether assessing the code of an algorithm is useful or not is put when analysing how 

human beings are affected by ML applications in their fundamental rights. Further, it 

represents how companies spend a great amount of their capital and power in trying to 

keep information on their systems under a veil of opaqueness, involved by what 

Pasquale (2015) calls a black box. All of that despite the fact that these technologies 

have been built over the knowledge produced by decades of public-funded research 

(PIKETTY, 2020). 

The black box metaphor has been widely used to refer to the difficulty in understand-

ing the inner workings of algorithms. However, scholars such as Bucher (2018) have 

been putting into question the convenience of this metaphor. According to her, defin-

ing algorithms as black boxes might sometimes consist of a sort of strategic unknown, 

whereby organisations have been comfortably avoiding too much of an effort to ren-

der their systems intelligible in order to avoid accountability for their outcomes.  

Arguments frequently used to avoid this, so to say, opening of the black box, are that 

releasing information on algorithms may lead bad-faith actors to game the systems 

and that such information is legally protected as a trade secret (BAYAMLIOGLU, 

2018). Another statement made by developers and organisations is that it is impossi-

ble to completely understand ML applications due to their complexity, which make 

them opaque even to their own developers. They do not, however, affirm why should 

we be relying on technologies that are so easy to be gamed (VEALE, EDWARDS, 

2017).  
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To some degree, this is not exactly wrong. ML systems in social media, for instance, 

are usually works of collective authorship, made, maintained, and revised by many 

people with different goals at different times. Further, as many systems are built on 

top of others, and work in conjunction with other algorithms constantly receiving new 

data to predict and train, there is a point in which they reach a certain level of com-

plexity that their outputs can be difficult to predict precisely (SEAVER, 2013). Never-

theless, as Bucher (2018, p. 57) puts it, this is an expression of what McGoey calls 

knowledge alibis, which is “the ability to defend one’s ignorance by mobilizing the 

ignorance of higher-placed experts” (MCGOEY, 2012, pp. 563-4). The idea is that, 

when even experts cannot understand the details of algorithms, how could companies 

be able to do it?  

Despite the potential for opacity being used as a convenient excuse, Bucher (2018) 

calls attention to the fact that one problem with the black box metaphor is the fact that 

it presupposes that all one needs is to go there and open it in order to understand its 

inner functioning. This might not be always useful, and may be even misleading. 

As we noted, algorithms are currently deployed in complex chains in which one feeds 

the other with the inferences it reached by assessing a given dataset. In such cases, 

understanding each and every algorithm, then the functioning of a whole ML appara-

tus and finally how every outcome is carried out, might be indeed almost impossible 

to pursue, and might not even be desirable. After all, most of the time it is not exactly 

the source code of an algorithm that we need to comprehend why and how an injus-

tice is being done. Instead, sometimes it might be more useful, for instance, to under-

stand what are the political, social, environmental and economic reasons behind both 

the practices that help sustain the notion of algorithms as black boxes (BUCHER, 

2018, p. 59) and the ones that define which, why and how important decisions, that 

directly affect the lives of human beings, should be carried out by these opaque ma-

chines (CRAWFORD, 2021). 

Against this background, ML continues to underpin many contestable predictions and 

decisions. Rendering these systems explainable has thus continued to be regarded as 

an important instrument for allowing regulators and users to better understand how 
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these automated decision-making models reach specific predictions and how to revise 

them in case of mistakes, allowing both developers and users to gain greater control 

over these systems. However, defining what can be comprehended in these models 

and, based on that, what is it that one needs to know, for what purposes, and who ex-

actly needs such an information is of fundamental importance to establish what it is 

that we are demanding when we talk about ML transparency. 

Adding to this, Arya et al. (2019, p. 1) have identified that there is a gap between what 

the research community is producing about ML transparency and what regulators and 

society as a whole have demanded from them. One reason for this gap is the lack of a 

precise definition of how these explanations should be carried out, something which is 

due especially to the fact that “different people in different settings may require dif-

ferent kinds of explanations”.  

And transparency does not suffice when related only to the technicalities of an ML 

system itself. Ananny and Crawford (2016, p. 974) suggest that, instead of limiting 

oneself to merely looking inside them, it can be more useful to look across them, by 

“seeing them as sociotechnical systems that do not contain complexity but enact com-

plexity by connecting to and intertwining with assemblages of humans and non-hu-

mans”. After all, as Veale (2019) puts it, algorithms cannot be divorced from the con-

texts in which they are applied. This means that they are always interwoven with an 

assemblage of other actors, humans or not, living beings or machines, both in the 

present and in the past, that are constantly shaping their functioning. As such, they 

represent a complex network filled with multiple economic, political and social inter-

ests that are being embedded in systems that deeply affect our lives, and this informa-

tion can also be of great importance on assessing whether the use of an algorithmic 

application respects fundamental rights or not. We will look at this further in the next 

chapter. 

Such a complex scenario poses a major challenge for regulators. From a data protec-

tion perspective, for instance, how should one assess whether the developer or de-

ployer of a machine learning system is providing for sufficient intelligibility and is 

thus fulfilling its transparency obligations on personal data processing and thus allow 
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for the data subject to exercise her rights under the Brazilian General Data Protection 

Law (LGPD)? From a more broad, fundamental rights perspective, how should one 

understand how the processing of data by an ML system might be affecting one’s ac-

cess to a job position or credit due to hidden discriminatory biases based on race and 

gender, and thus potentially violating the right to equality enshrined in the Brazilian 

Constitution? 

Regulating such a broad set of different applications under the umbrella of machine 

learning comprehends the need to assess systems being used to different social and 

economic sectors. Further, the same kind of system may be applied differently in dif-

ferent social systems, which means that a risk-based approach should take into con-

sideration, among other factors, both the sort of application being deployed, the field 

and the manner in which it is applied, and who it might be impacting (EUROPEAN 

COMMISSION, 2020b). Returning to our face recognition example, such a system 

can be used, for instance, to unlock a smartphone or to pursue individuals escaping 

from the police. In this sense, the myriad of different ML applications, and the differ-

ent ways in which they are applied puts the issue that different regulators might thus 

have different parameters on what would be sufficient information about a given ML 

system. 

With that in mind, perhaps the biggest challenge relates to determining what should or 

should not be explained, since providing excessive information or even transmitting it 

in an inadequate manner would render the information about a given ML system inef-

fective and unnecessarily costly (BAYAMLIOGLU, 2018). Hence, identifying how 

and to what extent should an application and the broader environment in which it is 

applied be understandable requires thus an attentive eye of the regulator, who will 

need to assess each family of applications and decide what sort of information should 

be provided in a given case.  

The next chapter aims thus to address what has been discussed in the field of machine 

learning transparency as a preliminary step to frame how this theme is being ad-

dressed by different legal provisions. However, before moving forward to it, it would 
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be interesting to assess another subject which has been left in the corner when dis-

cussing ML’s opacity: its labor and environmental impacts. 

2.4. The back-end of how machines learn: a brief note on the labour and envi-

ronmental black box 

Although the effort of those building and selling machine learning systems in portray-

ing them as something almost magical, this vision underscores what Irani (2016, p. 

36) calls the “hidden layers of human data work” that “calibrate algorithms to 

culture”. In this section, we will briefly cover how ML systems are not that au-

tonomous by knowing who are the human beings working to fill the gaps when ML 

systems are incapable of performing a task and how they are conveniently kept hidden 

behind the narratives of magical machine intelligence and autonomy. Afterwards, we 

will also discuss how nature is also affected by the race for ML development, as de-

mand for natural resources increases among a powerful data hungry community. 

As we saw, machine learning technology is developed through feeding algorithms 

with large pools of data. However, they frequently fail in conducting precise predic-

tions for not being able to assess specific nuances in data that require a deeper, sensi-

tive knowledge of the world. This may happen for several reasons, which include the 

messiness of datasets and the classification problems they incur, as well as cultural 

specificities with which systems do not know how to interpret due to the lack of data 

representativeness of a specific population. This is quite common when one needs to 

solve issues related to content moderation tasks such as differentiating hate speech 

from sarcasm, or pornography from artistic nudity. In these situations, developers fre-

quently need to go beyond feeding ML with even more data to solve them (GRAY, 

SURI, 2019).  

That’s where low-waged human work gets into the equation. To fill in the incapacities 

of ML systems, companies have been delegating tasks that cannot be carried out by 

these models alone to human beings. These people are responsible to help feed ma-

chines with information that they would not be able to identify for themselves or even 
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to fix the errors in which they incur. One example is the hiring of content moderators 

by social media companies to identify nuances in speech and the reliability of infor-

mation before flagging content as misinformation. Other is the use of crowdsourcing 

platforms to have groups of people tagging objects in images that will serve as train-

ing data for image recognition systems (CRAWFORD, 2021). 

This crowd of “ghost workers”, as Gray and Sury (2019) refer to them, is responsible 

for doing the necessary job to keep ML algorithms performing functions related to the 

interpretation of cultural data that they are not able to process on their own. They are 

allocated in projects to perform micro functions such as identifying whether a person 

is the same in two different photographs and watching violence videos online to flag 

and keep them out of social media platforms like Facebook.  

All of this in exchange for a wage of only USD 2/hour, on average, (HARA et al., 

2018) and, for those involved in watching toxic content for hours, a great degree of 

vicarious trauma and other mental health issues (NEWTON, 2020). After all, as Irani 

(2016) puts it, the work conditions for these individuals will be governed by the mar-

ket and its own reasoning of convenience. As these jobs do not require specialised 

skills, the offer of labour force is frequently high, especially in periods of economic 

crisis (MORESCHI et al., 2020).  

Amazon’s crowdsourcing platform, the Mechanical Turk, is a good example of how 

this market works. The platform allows for developers of ML systems from the most 

diverse fields to find freelancers to execute tasks either as volunteers or in exchange 

for money. Developers decide what are the services they need and how much they 

will pay for them, and contractors have no right for minimum wage or any social be-

nefit. In case an employer does not pay them, Amazon hardly moderates disputes ef-

fectively, leaving crowd workers most of the times without assistance (IRANI, 2016). 

To organise themselves to avoid such forms of injustice, Turkers, as these workers are 

called, have to rely on forums to exchange information on unreliable employers (YIN 

et al., 2016) or, as has been the case in Brazil, on Whatsapp groups (MORESCHI et 

al., 2020). 
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This hidden, poorly paid workforce has been underpinning most of machine learning 

dreams sold by startups around the world, especially in the Silicon Valley. It is a way 

of black boxing that “pushes obfuscation into deception” (SADOWSKI, 2018) in a 

race for power and profit by those wanting to surf the AI hype. After all, it is much 

more fun and profitable to sell a magic product without having to mention that you 

use unemployed workforce to feed it. 

Apart from the exploration of human beings as a means to further develop machine 

learning applications, one should not disregard also the environmental effects caused 

by this industry. These impacts can be represented in at least two main categories, one 

related to the energy consumption necessary to train an ML model, one related to the 

mining demands to build the devices in which these technologies will operate, such as 

smartphones, notebooks and ML-powered autonomous vehicles.  

To investigate the carbon dioxide emissions of machine learning models, Strubell et 

al. (2019) assessed the process of development of a single natural language proces-

sing system. They found out that, in the process of training and developing it, appro-

ximately 660,000 pounds of carbon dioxide were emitted in the atmosphere, roughly 

the same amount of emissions produced by five cars over the cars’ lifetime. That for 

one single model.  

Regarding the mining demands of ML systems, when discussing the footprint of min-

eral resources necessary to build the equipment for machine learning systems to oper-

ate, a didactic example is in the industry of electric cars and autonomous vehicles. An 

example is Elon Musk’s Tesla. To build the rechargeable battery pack for each Tesla 

Model S electric car, the company needs about 63 kg of lithium (LAMBERT, 2016). 

As such, it is no surprise that Tesla is the greatest lithium-consumer in the world, es-

timated to use more than twenty-eight thousand tons of lithium hydroxide annually—

half of the planet’s total consumption (CRAWFORD 2021). 

Few of those involved in the development and selling of machine learning systems 

would be interested in the disclosure of the human and environmental effects of their 

models. After all, that would mean putting in doubt the magical myth of AI and mil-
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lions of dollars of angel investors’ money. For that reason, this kind of inconvenient 

truth has been left out of the table under a veil of secrecy.  

That adds to the notion that ML opacity expresses itself not only through technical 

obstacles in drawing explanations regarding the inner workings of ML systems, but 

also on their own degree of autonomy (SADOWSKI, 2018) and the carbon footprint 

left behind during their development. In reality, the opaque nature of machine learn-

ing is also underpinned in economic and political choices that hinder deeper assess-

ments on the social and environmental impacts of these technologies, adding another 

layer to the black box problem. 

The lack of transparency has led scholars such as, among others, Rudin (2019) and 

Doshi-Velez and Kim (2017) to draw attention to the importance of providing mean-

ingful information about machine learning systems that may have an impact in peo-

ple’s lives as a tool for accountability. At the same time, however, Ananny and Craw-

ford (2018) and Edwards and Veale (2018) have highlighted the limitations of the 

transparency ideal and how it may end up overburdening individuals and giving rise 

to other forms of opacity. Transparency, according to them, be seen not as an end in 

itself, but one of many instruments to allow for the exercise of people’s rights against 

the deployment of harmful ML systems. 

With that in mind, the next chapter will assess the strengths and weaknesses of ML 

transparency and investigate what should be considered as a meaningful information 

to be accessed not only about these models but also about the environments in which 

they are being designed and deployed. It will further explore how scholars have been 

defining terms such as transparency, intelligibility and explainability when applied to 

machine learning, as well as provide a brief overview of techniques used for making 

ML more understandable. 

30



3. MACHINE LEARNING TRANSPARENCY 

In the last chapter, we saw how machine learning systems work and how they reflect 

the biases and intentions of the human beings developing and deploying them. Not 

only the strict functioning, but also the environments, contexts, in which machine 

learning technologies are planned and operated are of fundamental importance for a 

critical analysis of the social, economic and environmental impacts of tools.  

We also discussed the fundamental role that data plays in the development and de-

ployment of these systems, and how it consolidates historical perspectives embedded 

in society. We highlighted how humans using ML do so under a technocratic narrative 

that most of the cases serves as a perfect excuse for unjust outputs. Finally, we saw 

how ML opacity looked like, how the black box metaphor should be used with due 

caution, and in which manner the impacts of this lack of knowledge also extended be-

yond the mere technicalities of a system, up to the point that they end up impacting 

also the planet and labour relations. 

Having ML opacity and the ways to go beyond it as the central theme of this work, we 

now turn towards understanding what ML transparency looks like. As promised be-

forehand, we will (1) describe what we mean with terms such as transparency, inter-

pretability and explainability, as well as how they are usually applied by the computer 

science community with regards to the moment, scope and degree of the information 

provided; (2) understand what are the strengths and weaknesses underlying ML trans-

parency and its effectiveness in addressing ML’s impacts; and (3) analyse what are the 

questions that regulators should ask themselves when demanding that ML systems be 

rendered more transparent in order to more effectively address their impacts. 

3.1. ML Transparency’s Alphabet Soup 

The literature on the provision of information regarding machine learning systems 

uses different names to refer to the promotion of transparency. Due to the diverse def-

initions used to describe the terms used to provide information about a model, a brief 
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elucidation of what this paper means for each designation is fundamental for carrying 

our discussion forward.  

It is important to note that the lack of consensus leads to a myriad of meanings given 

to terms such as transparency, explainability and interpretability, and cause a consid-

erable confusion among scholars. It is thus hard to find a definition which is authorita-

tive enough to guide this work. For this reason, we will describe how each of the three 

concepts mentioned above — transparency, explainability and interpretability — is 

described by selected authors and, from their views, find a meaning that will guide us 

through the following pages. We will start with transparency. 

Transparency 

The term transparency has been widely used as a general way to refer to the provision 

of information regarding ML systems. It is commonly referred to as a means to em-

power a given stakeholder to trace, explain, communicate and discover information 

about the working of a system. One can see this idea, for instance, as a principle to be 

followed by groups involved in the development and operation of not only ML, by AI 

in general, in different ethical and rights-based approaches to principles for artificial 

intelligence. These principles-based proposals proliferated in the last years, and have 

been object of thorough consideration due to their lack of enforceability (MITTEL-

STADT, 2019).  

According to a report aimed at mapping thirty-six different principle-based proposals 

drafted by stakeholders from different sectors and continents for AI systems, in most 

cases the principle of “transparency” has been translated as a command that AI sys-

tems should be designed and implemented in such a way that oversight of their opera-

tions is possible Fjeld et al. (2020).  

We refer to two of these ethical guidelines to exemplify how this notion of trans-

parency is addressed. The first is the one drafted by the European Commission-man-

dated High Level Expert Group on Artificial Intelligence (HLEG, 2019), which ar-

gues that transparency should be read as a requirement for AI systems to be (quite re-
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dundantly) transparent with regard to the data, the system and the business models. 

Transparency would encompass the notions of traceability, explainability and com-

munication, being thus the gender of which these three concepts would be the species. 

Traceability would refer to the data sets and processes that inform the AI system’s de-

cision, including documentation and record-keeping of data gathering and data label-

ling techniques as well as of the algorithms used. Explainability would concern “the 

ability to explain both the technical processes of an AI system and the related human 

decisions (e.g. application areas of a system)”, so that a system can be understood and 

traced by humans. Finally, by communication the guidelines mean a right for humans 

to be informed that they are interacting with an AI system (HLEG, 2019, p. 18). 

The other ethical guidelines that we find suitable to refer to are IEEE’s Global Initia-

tive on Ethics of Autonomous and Intelligent Systems (IEEE, 2021), which resulted 

from the works of stakeholders from six continents from academia, industry, civil so-

ciety, policy and government. According to the study, transparent systems are the ones 

that allow one to discover how and why a system made a particular decision so as to 

reduce and magnitude of harm by helping users understand the system they use and 

helps ensure accountability. They must be transparent to a wide range of stakeholders 

for different reasons, and for each of them the level of transparency will defer.  

Different ways of conceptualising transparency can also be seen among researchers. 

Rader, Cotter and Choo (2018, p. 2) acknowledge that transparency of algorithms is 

usually seen both as “the act of making a system knowable or visible” and the “state 

that is the outcome of a process” of rendering such knowability. Differently, Annany 

and Crawford (2017, p. 975) affirm that “transparency is thus not simply ‘a precise 

end state in which everything is clear and apparent,’ but a system of observing and 

knowing that promises a form of control”. 

Based on the aforementioned works, this dissertation sees transparency as the act and 

the outcome of making a system knowable, visible, and thus understandable, to an 

individual or group. Since this can be made through different ways of providing in-

formation about it, we consider transparency the gender to a myriad of specific tech-

niques (species) that may be deployed by those governing these systems to achieve the 
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desirable comprehension of the given machine learning tool and the environment in 

which it is developed and deployed. 

In this sense, this work applies the concept of transparency every time it does not re-

fer to specific techniques, but instead to the act of making a system understandable by 

an observer, to whether its features can be comprehended or not (transparent, not 

transparent), and the degree of how understandable it is (more transparent, less trans-

parent). 

In order to address the species encompassed by the concept of transparency, one may 

look to two common, different terms widely used by scholars: explainability and in-

terpretability.  

Interpretability, Explainability 

Interpretability and explainability are additional concepts that also have not yet found 

their way towards a broader consensus on what they mean. Tim Miller (p. 14, 2018), 

for instance, equates both terms to refer to “the degree to which an observer can un-

derstand the cause of a decision” and define explanation as “one mode in which an 

observer may obtain understanding, but clearly, there are additional modes that one 

can adopt, such as making decisions that are inherently easier to understand or via in-

trospection”. Other authors follow suit in equating both terms, such as Hamon et al. 

(2022). 

Differently, Cynthia Rudin (2019) posits that there are differences between explain-

ability and interpretability. She argues that explainability would be a form of render-

ing black boxes comprehensible with external tools and thus have them to issue “ex-

planations”. Interpretability, in its turn, would be a quality of systems which are by 

design intrinsically comprehensible, and thus do not demand external explanations 

about their mechanisms. 

Rudin’s perspective thus differentiates: 
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• a system which by design can have its inner functionings assessable by a human 

being, either through assessing its code, its training data and the weights given to 

specific data points, or through comprehending the path the system takes for ma-

king each decision. This is what she would call interpretability; 

• the use of tools external to the ones already part of a by design black box system to 

understand its features (inputs, rules and outputs) through human-readable informa-

tion. An example of explainability technique can be, for instance, counterfactual 

explanations that are capable of showing how a different output could have been 

reached if any input was changed in a certain system, as Wachter et al. (2018) des-

cribe. Another one can be Facebook’s “Why am I seeing this ad?”, a tool for people 

to better understand the reasons they were being shown a particular ad in the plat-

form (META, 2022). This is what she would call explainability. 

It is important to note that Rudin (2019, p. 4) traces a harsh criticism on the notion of 

explanations. According to her, “many of the methods that claim to produce explana-

tions instead compute useful summary statistics of predictions made by the original 

model”. In this sense, the information provided by these systems would not consist of 

an “attempt to mimic the calculations made by the original model”, but in reality a 

display of trends in how predictions are related to the features. For this reason, they 

could be often not reliable, sometimes misleading. 

Rudin’s differentiation is an interesting way to assess computational instances of dif-

ferent transparency techniques and methods. However, as the purposes of this study 

relate more to a study of ML transparency from the perspective of regulation and po-

licymaking, and does not enter deeply into the details of how computational operati-

ons to put into practice such processes and outcomes take place, we will, just like Mil-

ler (2018) and Hamon et al. (2022), use both terms here interchangeably. However, in 

a difference sense: interpretability and explainability will refer in this work to the te-

chniques and methods for creating and enhancing the level of transparency of ML 

systems. As mentioned above, they are, thus species of the larger gender transparency. 

For the sake of completeness, it is important to notice at this point that some stake-

holders have also been talking about a right to explainability that would exist in both 
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the European Union’s General Data Protection Regulation - GDPR (EDWARDS; 

VEALE, 2017) and the Brazilian General Data Protection Law - LGPD (WIMMER, 

DONEDA, 2022). 

Sidenote: ML components 

One further conceptual note should be made with regard to machine learning systems’ 

components. As the concept of algorithm does not encompass the data applied for 

feeding the system, but only the set of commands that leads to its output, we will refer 

to the term model to encompass both the data and the set of instructions (algorithm).  

As we will further discuss, assessing how data is processed by a system is especially 

important for complying with data protection regimes such as the LGPD in Brazil and 

the GDPR in Europe. Finally, when talking about system, we refer to the ensemble of 

data, algorithms, outputs as well as the social, environmental, economic and political 

dynamics involving these systems. 

 

3.2. Promoting transparency: a brief set of examples of interpretability/explain-

ability methods 

Methods for promoting interpretability/explainability may be classified according to 

three criteria: moment, scope and degree. The first we assess refers to the moment 

when the method is applicable with regard to the building of an ML model: before 

(pre-model), during (in-model) or after (post-model) the issuing of an output of the 

system. 

Moment-based methods 

Pre-model explanation techniques are developed without thorough consideration of 

the model itself and are thus independent of it, applying only to the data which is to 

be used to feed the system. They relate to techniques for data visualisation (CARVA-
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LHO, PEREIRA, CARDOSO 2019), such as t-SNE, for example, which allows for 

high-dimensional data visualisation by giving “each datapoint a location in a two or 

three-dimensional map” (MAATEN & HINTON, 2008), or Principle Component 

Analysis. Under the perspective of data protection regimes, such an approach is im-

portant so as to assess which personal data is being processed by the system. Howe-

ver, it does not allow by itself to understand how such data is being used. 

In-model approaches, on the other hand, relate to models which are inherently inter-

pretable for having been embedded with tools for explaining their functionalities from 

their very development. They aim to answer the question of “how does the model 

work” (GILPIN, BAU, YAN, 2019) and, consequently, how they process training 

data. 

Post-model techniques, on the other hand, concern the improvement of a system’s ex-

plainability after it has already been built (CARVALHO; PEREIRA; CARDOSO, 

2019). Most post-model techniques are also post-hoc, meaning that the model is ex-

plained after it has already been trained, and aim to answer the question of “what else 

can the model tell us”. According to Lipton, “one advantage of this concept of inter-

pretability is that we can interpret opaque models after-the-fact, without sacrificing 

predictive performance” (LIPTON, 2016). 

Scope-based methods 

Techniques for promoting intelligibility can also be categorised according to their 

scope, which “refers to the portion of the prediction process they aim to 

explain” (CARVALHO, D.V.; PEREIRA, E.M.; CARDOSO, 2019). They can provide 

either algorithmic transparency or global and local explanations. 

Algorithmic transparency (not ML transparency as a whole) allows one to com-

prehend how the algorithm learns from data and what kind of relations it can extract 

from such an operation. In this sense, algorithm transparency’s goal is to learn how 

the algorithm works, and not individual predictions. It does not require knowledge 

about the data or the learned model, but strictly about the algorithm itself, which is, 
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the set of instructions which allows the system to perform a specific task. Hence, it is 

a way to answer the question of “how does the trained model make 

predictions?” (MOLNAR, 2019) 

Differently, global interpretability is applied when the agent’s goal is to describe the 

behaviour of the entire model, which includes an understanding of the data and the 

algorithm itself (ARYA et al, 2019). This explanation may be holistic or modular. 

Global holistic model interpretability aims to explain the entire model at once and un-

derstand how it makes predictions, which requires knowledge of the algorithm and the 

training data. A model can only be holistic if it is simple enough, since any model that 

has more than five parameters or weights is unlikely to fit into the short-term memory 

of the average human (COWAN, 2010), and is thus very difficult to be achieved 

(MOLNAR, 2019).  

Global model interpretability on the modular level is more practicable to be achieved. 

They do not aim to explain every single feature of a machine learning model, but ins-

tead to explain the model by separating specific features used in decision-making pro-

cesses and trying to understand how they worked. The question to be answered by this 

method is “how do parts of the model affect predictions?” (MOLNAR, 2019) 

Finally, local model interpretability aims to describe single predictions, and may be 

reached through explaining (1) a single prediction, which can be done by zooming in 

on a single instance, examining what did the model predict after processing a specific 

input and explain why; or explaining (2) a group of predictions, by selecting a group 

of instances and understanding how does the model make specific predictions for this 

group (ARYA et al, 2019). 

Whether we need global or local explanations depends on the information an individ-

ual needs in order to reach a specific goal. For instance, in order to understand what 

role a recommendation system plays in a social network to profile users and display 

personalised content, a regulator would probably make better use of global model ex-

planations. The regulator’s goal would be mostly to comprehend how the system 

works in general, so as to develop more effective regulation to guide platforms in the 

development of algorithms that better identify misinformation online and rapidly re-
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spond to it by, for example, reducing the reach of a specific content. Algorithm trans-

parency could also be of good use in this context, since understanding the chain of 

commands may show itself useful for identifying eventual biases in its metrics 

(BOZDAG, 2013). 

On the other hand, a user who does not want to receive specific advertisement in a 

search engine would probably make better use of a system which explains how it tar-

geted such content to the user, based on which inputs and the weight of each of them 

in that particular recommendation. In this sense, a local explanation would possibly 

be a better fit. 

A local explanation might also prove itself useful for assessing whether a credit-scor-

ing system has been biased or not when rating a specific person. Understanding what 

data it used and how the system performed to take this particular decision might be 

points for both regulators and users scrutinise. 

Degree-based methods 

Another taxonomy for explanation relates to the degree to which a user may interact 

with the model, and they might be static or interactive. A static explanation does not 

change in response to user’s feedback. On the other hand, an interactive one allows 

users to dialogue with the model to request further information on a decision made, 

such as by drilling down or asking for different types of explanations (e.g., through 

dialogue) until they are satisfied (ARYA et al, 2019). 

Based on the above, we can reach the following table with transparency techniques 

depending on their moment, scope and degree: 

Table 1 - Criteria for interpretability/explainability methods  

Moment Scope Degree

Pre-model Algorithmic Static

In-model Global model Interactive

Post Model Local model -
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Having observed how explanations are usually provided, it is now appropriate to un-

derstand what are the arguments brought by scholars from different fields when dis-

cussing the effectiveness of ML transparency in addressing the risks and impacts of 

these systems. We aim, hence, to answer the following questions: is ML transparency 

indeed effective? If so, for what, and to what degree? 

3.3. The Ups and Downs of ML Transparency 

The Ups 

It has already been some decades since those involved in the developing of computa-

tional systems have noted that models should not only be accountable for their opera-

tions but that they should also allow for users to understand how they reached their 

outputs (VEALE, 2019). In 1976, Edward Shortliffe (1976) signalled that making 

these machines issue explanations about how they reached their outputs could be an 

important means for them to gain human trust. He thus described how implementing 

explanation facilities in these systems would be an important step towards this goal. 

Years later, in 1997, Dourish (1997, p. 11) highlighted the potential for making sys-

tems explain themselves through what he called accounts. They would be "causally-

connected representations of system action which systems offer as explications of 

their own activity”. At that time, he drew attention to the fact that systems’ explana-

tions are not neutral, but inevitably select and hide specific information about their 

functioning in order to be more meaningful for their understanding by a human being.  

Differently from most of the views presented today, the explanation facilities de-

scribed by the aforementioned work of Shortliffe (1976) were mostly focused on mak-

ing the systems understandable by those who were administering the decisions, not on 

the ones being impacted by it. According to Veale (2019, p. 56-7), this approach was 

justified by two main reasons.  
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The first is that, at that time, Shortliffe’s focus was on the development of so-called 

“expert systems”, AI systems not based on machine learning techniques which aimed 

at mimicking the work of experts from different fields such as in medical diagnosis, 

credit card fraud detection or chess playing (OECD, 2022). Due to the difficulty in 

moving these expert systems from research to deployment in the 1970s, the accept-

ability of the specialists that would use them was seen as more important for their de-

velopment than that of those subject to the systems’ outputs - in the clinician system 

case, the patients. The second reason was because these machines were designed not 

to create a fully automated process, but to turn lay users into specialists or to enhance 

the speciality of experts. 

With the growth in ML complexity and adoption, this scenario has changed. ML start-

ed to be more applied in the most diverse fields, by people with different degrees of 

understandability of its functioning. They went gradually far beyond expert systems. 

As their effects extended beyond the walls of university labs and towards the whole 

society, scholars and activists have raised ever increasing calls for rendering them 

more transparent towards no longer only experts, but especially for the subjects who 

were being affected by them. Individuals should, according to this view - or “ideal”, 

as Veale (2019, p. 58) puts it -, have effective control of algorithmic decision-making. 

At the same time, transparency became ever more difficult to be rendered due to the 

increased quantities of data used for the training of these systems and for their grow-

ing complexity, increasing the opacity in ML and creating the so-called black boxes 

(ASGHARI et al., 2021).  

Frank Pasquale’s book The Black Box Society is a frequently cited work when schol-

ars make reference to ML opacity. It describes how massive personal data processing 

operations by algorithmic systems and the outputs that they issue have been made un-

der a frequently wilful veil of secrecy that hides, within metaphorical, digital black 

boxes, the values and prerogatives enacted by the encoded rules. Pasquale assumes 

that ML systems are an example of a digital one-way mirror, through which ML oper-

ators can see through individuals’ data and extract meaningful knowledge about them 

while persons have no clue on how such extraction is made in practice and how do 

they impact their lives. As the deployment of these systems have been exerting a thor-
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ough degree of authority over populations, opening these blackboxes to individuals 

and/or regulators would be a tool to making society more transparent, and is crucial to 

understand how fair these machines are (PASQUALE, 2015).  

Beyond Pasquale, other scholars have expressed how transparency could be seen as a 

path towards enhancing ML accountability. Doshi-Velez and Kortz (2017), for in-

stance, see explanations as a way to prevent errors and increase trust by exposing the 

logics behind a specific output. It would also be a useful mean to determine whether 

certain criteria  - such as personal information - were used appropriately or inappro-

priately by the system. In this sense, they consider “when and what kind of explana-

tion might be required of AI systems” (DOSHI-VELEZ & KORTZ, p. 2) as the main 

questions the scientific and policy community should answer. 

Similarly, Rader, Cotter and Choo (2018) argue that transparency can (1) create 

awareness that interactions with a system are mediated by an algorithm; (2) help users 

learn more about how the system works in order to evaluate whether its outputs are 

reasonable or not; and, ideally, (3) enable users to identify biases and empower them 

to question and critique a system. 

Edwards and Veale (2017) defend that there might be cases in which information re-

garding the functioning of a system can be essential to mount a challenge against the 

deployer of a problematic ML system in court or to a regulatory body. Disclosing 

such information could thus be a tool for individuals, civil society organisations, re-

searchers and regulators to combat harmful or anti-competitive practices involving 

ML by both private and public agents. As we will see below, however, they are quite 

skeptical of how effective such transparency might indeed be. 

We can resume the views expressed by these scholars mostly to the idea that trans-

parency has been mostly defended as a means to both increase trust in systems and 

also allow for them to be accountable. As Marda (2018) puts it, calls for transparency 

have been mostly focusing on the intelligibility or scrutability of ML systems in order 

to understand and study their behaviour. She adds that transparency should ultimately 

allow for a reconfiguration of power structures that push developers farther from a 
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position in which they hold all the cards for accountability and thus “choose to be ac-

countable” (MARDA, 2018, p. 6). 

The downs 

Despite the arguments presented above referring to a potential effectiveness of trans-

parency as a tool to promote accountability and increase, a large part of the scholar-

ship seems skeptical on how much effective can ML transparency be to increase trust 

and enhancing accountability (HAMON et al., 2021).  

On the one hand, authors such as Linardatos, Papastefanopoulos and Kotsiantis 

(2020), for instance, argue that “there is clear trade-off between the performance of a 

machine learning model and its ability to produce explainable and interpretable pre-

dictions”, especially when one aims to understand the functioning of deep learning 

models. On the other, there are those who have been putting into question this as-

sumption, such as Rudin (2019), which draws attention to the fact that interpretable 

complex models are not only possible but also necessary, especially when they are 

applied to high-stake decisions in fields such as healthcare.  

At the same time, HAMON et al. (2022) identify that there is a clear trend in machine 

learning development that tends constantly to higher complexity, caused by three 

main factors: (i) an increase in data complexity, due to the feeding of ML systems by 

data sets that are getting gradually more heterogeneous and high-dimensional; (ii) the 

use of an ever growing number of parameters in these systems; and a (iii) growing 

sophistication of algorithms and techniques used for the development of these ma-

chines. As a result, explanations about these systems’ functioning would also tend to 

become ever more complex, something which raises doubts as to how understandable 

they might actually be. 

Beyond these more technical questions, related to whether a system can technically be 

rendered transparent or not, scholars struggle to reach consensus especially when 

analysing whether the relationship between transparency and accountability is as ob-

vious as it is commonly described. Despite a certain relationship between these con-
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cepts that traces back to calls for the transparency of state activities in order for soci-

ety to exert control over the acts of rulers (ANANNY & CRAWFORD, 2016), they 

are not synonyms.  

Accountability refers to the relationship between an agent and a forum in which the 

former has “an obligation to explain and to justify his or her conduct, the forum can 

pose questions and pass judgment, and the actor may face consequences” (BOVENS, 

2006, p. 9).  

Transparency, on the other hand, is “only the beginning of this process” (EDWARDS; 

VEALE, 2017, p. 41), or even merely one out of many other means for achieving ef-

fective accountability, specially concerning ML systems (DOSHI-VELEZ & KORTZ, 

2017). The ideal of transparency has thus its limitations, and has a direct correlation 

with contextual, relational ways of disclosing information. 

Ananny and Crawford (2016) have argued that the focus of the computer science (and 

also those in the policy debate) community on transparency has been excessively dri-

ven towards an ideal that merely opening these systems and seeing inside their inner 

functioning would be enough to render them accountable. For the authors, these 

groups often see transparency as a way to bring insight and governance in the de-

ployment of ML systems, by assuming that the accountability of objective computa-

tional technologies like algorithms could be enacted by the merely looking at their 

technicalities, such as source code or the databases used for their training.  

As we saw earlier, the view of opening black boxes has been the centre of a strong 

advocacy effort in scholarship by authors such as Pasquale (2015), but not without 

criticism, such as the one we mentioned in Chapter 2 made by Bucher (2018) regard-

ing the flaws of referring to ML systems using the black box metaphor.  

What is at the core of the critic of Ananny and Crawford (2016), however, when they 

question whether is it indeed possible to open these black boxes and, if so, whether 

this would be sufficient, is the implicit assumption that merely seeing a phenomenon 

is enough to create opportunities and obligations to make it accountable and thus 

change it. Not necessarily understanding a system allows one to effectively change 

the way it works or even make it not be used at all. For this reason, the authors argue 
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that scholarship should shift towards an idea of, rather than looking inside such sys-

tems, looking across them. This would mean to see ML technologies as “sociotechni-

cal systems that do not contain complexity but enact complexity by connecting to and 

intertwining with assemblages of humans and non-humans” (ANNANY; CRAW-

FORD, 2016, p. 974).  

The authors, in this sense, defend that transparency is far from allowing for an effec-

tive form of control. Seeing, having access to a given object, is not by itself enough 

for granting the necessary knowledge to render it accountable, and this relates not 

only to algorithms, but to many other social systems. Despite the fact that the access 

to a system’s inner workings can indeed provide insight and spur further investigation, 

Ananny and Crawford (2016, p. 978) argue that “significance and power is most re-

vealed by understanding both its viewable, external connections to its environments 

and its internal, self-regulating workings”. They thus trace a series of limitations of 

the transparency ideal that put into question the potential benefits that we traced earli-

er in this section. We summarise some of them in the following paragraphs. 

First, they argue that transparency is useless if there is no effective system for proces-

sing a disclosed set of information that denounces the vicious of an agent in a way 

that produces change. In these terms, when unethical or unlawful actors are not vulne-

rable to the public exposure, the transparency mechanism can, counterintuitively, lead 

to more cynicism and, consequently, to greater public distrust, as there are no effecti-

ve tools to render bad actors accountable (ANNANY, CRAWFORD, 2016,). 

This lack of trust can also dwell among the ones being watched, when they do not 

trust the ethics and intentions of those who might have access to the information 

(ANNANY, CRAWFORD, 2016, p. 978, 980). This argument is strong among the 

corporate sector, specially when it applies to trade secrecy. Private actors argue that 

opening up to public scrutiny would allow competitors “to free-ride on innovator-

based technology and reduce the latter’s competitive edge”, creating thus a chilling 

effect on innovation. On the other hand, a larger opening of companies’ information 

would allow for bad actors to compromise their operation by manipulating or exploit-

ing vulnerabilities (ALÌ; YU, 2021, pp. 6-7). 
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Transparency can also induce harm when it is used without an assessment of why and 

how a system should be disclosed, opening the path to violate privacy rights by ope-

ning carelessly information on persons or specific groups (ANNANY, CRAWFORD, 

2016, pp. 978-9).  

Transparency can also end up occluding when the amount of information is so great 

that one cannot assess it effectively. That can happen either intentionally, by what 

Stohl et al. (2016) call strategic opacity, or unintentionally, through an inadvertent 

opacity. (ANNANY, CRAWFORD, 2016, p. 979) 

Another limitation for the transparency ideal lies on the placing an expressive burden 

on individuals to interpret information, invoking “neoliberal models of agency” that 

require responsibility from the ones in the weaker side of society to control wrong-

doings usually in a situation of severe information asymmetry (ANNANY, CRAW-

FORD, 2016, p. 979).  

Transparency can also “privilege seeing over understanding” (ANNANY, CRAW-

FORD, 2016, p. 980), when systems are only made visible but are not debated or 

challenged by observers who have enough knowledge and are in a position to do act 

upon them. 

Ananny and Crawford go on with their argument by also affirming that transparency 

have both technical and temporal limitations. In the case of ML systems, a frequent 

example of technical limitations involves deep learning systems such as the ones used 

in image recognition programs. This sort of system is usually so complex that in most 

cases even their developers cannot precisely say what caused their mistakes. Temporal 

limitations, on the other hand, are expressed in the idea that “different moments in 

time may require or produce different kinds of system accountability” (ANNANY, 

CRAWFORD, 2016, p. 982).  

When applied to ML systems, this situation can be identified considering how sys-

tems change over time, both through frequently gathering new information from train-

ing data and interacting with other systems. An example of this can be seen in content 

recommendation systems in social media platforms, where multiple, different algo-

rithms are always in an interplay with one another (BUCHER, 2018). 
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The limitations expressed not only by Ananny and Crawford (2016) and the other 

scholars presented above lead to an understanding that they are not just code and data, 

but an “assemblage of human and non-human actors” surrounded by particular power 

dynamics, preconceptions and economic and political interests. In this sense, the au-

thors call for a consideration of the limitations of transparency as a starting point for 

identifying what makes accountability effective in a specific environment and what 

are its own limitations, going beyond transparency.  

A middle way: towards qualified transparency 

We may interpret the argument of the aforementioned authors as a certain form of 

skepticism, or even disillusionment, towards the idea of machine learning trans-

parency as a panacea, as something enough per se to hold those responsible for ML 

systems accountable.  

This notion makes sense when talking about the disclosure of information regarding 

what we may call both the internal (the inner-operation, or what we also have called 

“technicalities”) and external (the market, policy choices, as well as the humans in-

volved in the system’s development and deployment) environments of ML. Trans-

parency should always be thought as dependent on the tools and knowledge that will 

allow it to drive a subject towards effective accountability on a case by case basis. 

The red lights turned on by the authors we mentioned in the last pages are precise in 

drawing attention to the limitations of the transparency ideal, or even, going back to 

Veale (2019), the ideal of effective control over the technology that transparency by 

itself would enable. 

However, one should not disregard how ML transparency has already allowed for im-

portant unveilings of ML’s flaws, many of them by independent investigators, as we 

referred earlier in this chapter.  

Case studies have already revealed discriminatory biases in systems used in health 

care management programs (OBERMEYER; MULLAINTHAN, 2019), in self-dri-

ving cars that had issues with detecting pedestrians with darker skin colour (WILSON 
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et at., 2019), and the famous ProPublica case whereby researchers and civil society 

advocates discovered that the COMPAS algorithm, used to predict the likelihood of 

recidivism for on-parole probation, discriminated against African-American convicts 

(LARSON et al, 2016).
 

In most of these cases, researchers could not have achieved 

these discoveries without having access to important information regarding the sys-

tems in use, and access to the training data sets was of particular importance in these 

examples (ALÌ; YU, 2021).  

This goes hand in hand with the argument that, sometimes, we should be “less con-

cerned with providing individual rights on demand to data subjects” and more con-

cerned with “empowering agencies, such as NGOs, regulators, or civil society scru-

tiny organisations, to review the accuracy, lack of bias and integrity of a ML system in 

the round and not simply challenge ML decisions on behalf of individuals” (ED-

WARDS; VEALE 2017, p. 23). 

Transparency, thus, seems to depend on many different conditions in order to be truly 

effective in safeguarding the rights of persons and communities affected by them. Is-

sues related to trade secrecy, privacy, system’s characteristics and the effectiveness of 

the enforcement of the rules by authorities are some of the aspects to be considered 

when conceiving ways for promoting ML transparency that is useful.  

Nevertheless, this does not affect the importance of transparency as one among multi-

ple tools necessary to address accountability. As affirmed by Asghari et al. (2021), 

“[n]o one should be subjected to norms and institutions which cannot be justified to-

wards them, based on reasons which they cannot question”.  

That is why Frank Pasquale (2015) affirms that what we need is “qualified trans-

parency”. Most of the times, it is not having access to a system’s code that will help 

us solve an issue relating to the functioning or the surroundings (environmental costs, 

predatory business practices) of an ML system, but instead have access to “limiting 

revelations in order to respect all the interests involved in a given piece of informa-

tion” (PASQUALE, 2015, p. 142). After all, source codes will be probably useless to 

learn what is the carbon footprint of an ML system; or to understand to what measure 
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a social media algorithm amplifies the reach of a post containing hate speech. Instead, 

this will be provided by information delivered by a developer or deployer through 

record keeping or other means. And preferably through their own will, so that we do 

not have to always depend on whistleblowers putting their careers at risk to reveal to 

society what are the harms of ML systems used by organisations. 

In sum, although being crucial, transparency has its limitations and a direct correla-

tion with contextual, relational ways of disclosing information. Further, it should be 

seen as valid only to the extent to which it allows for effective action and reflexivity 

about how ML helps perpetuate exclusion, including through racism, colonialism and 

misogyny (D’IGNAZIO, KLEIN, 2020; SILVA, 2022).  

With that in mind, the next section aims to understand what are the questions that 

should be made in order to understand what sort of transparency one has in mind and 

the nature of the information one needs when assessing the lawfulness of an ML sys-

tem and the actions of those developing and deploying it.  

3.4. Questions to be answered 

As one may conclude from the previous pages, the effectiveness of transparency 

mechanisms will vary according to multiple variables, and are thus context-depen-

dent. According to Hamon et al (2022), explanations about ML systems are contextu-

al, as “each form of explanation (ex-ante, ex-post, expert-oriented or subject-oriented, 

more or less granular) strongly depends on the context of the problem and on the ca-

pacity of the data subject to interpret the results”.  

As such, authors such as Hamon et al. (2022) propose that a series of interrogations 

should be carried out in order to identify what main features a person should take into 

consideration when demanding information about an ML system. According to them, 

the design of explanations regarding the functioning of ML systems would depend on 

four main factors: the moment of the disclosure of the explanation, if either before (ex 

ante) or after (ex post) the issue of an output; the audience of the explanation, i.e., the 

explanation will change if it is made for an expert or for a data subject which may be 
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affected by the system’s output; the layer of granularity, such as if the explanation 

should be made  in a similar way to anyone assessing it or if it should be group- or 

individual-based; and the level of the risks of the automated decision regarding fun-

damental rights and freedoms. 

Doshi-Velez and Kim (2018) recommend a complementary set of questions for as-

sessing the usefulness of the information provided about a system, shedding light into 

four different aspects to be taken into consideration when assessing the transparency 

level of a system.  

Their first question is: does one need to understand the whole system or a specific de-

cision? In the former case, the global interpretability  we saw above would be neces-

sary, while on the latter local explanations would seem enough. With regard to content 

recommendation systems, for instance, such as the ones used in social media or search 

engines to select and hierarchise information for users different goals would make 

each of them useful: if one needs to understand how an algorithm ranks content ac-

cording to users’ engagement with them in a more generalised way, a global explana-

tion would be required. However, if a user intends to know why she had access to a 

specific piece of misinformation about a miraculous cure for COVID-19, she would 

probably find it more interesting to know what personal data did the system take as a 

parameter to reach the output (which is, in this case, the display of the misinformative 

content). 

The second feature would be the characterisation of incompleteness, which aims to 

answer what part of the formulation is incomplete, and to what extent. This relates to 

which information explanation is required, such as knowing about the dataset used in 

a facial recognition application which seems to have made a biased identification, or 

in case one needs to know about the image captured by the system’s camera. Each 

case will require a different form of explanation (DOSHI-VELEZ; KIM, 2018). 

The third relate to time constraints: how long can the user spend trying to understand 

the explanation? Back to our content recommendation system, if a user wants to know 

why a misinformative content was displayed, the person may want to spend no more 

than a few minutes minutes understanding the explanation. Differently, a researcher 
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looking for biased datasets in facial recognition applications would probably be will-

ing to spend maybe hours analysing data to find a response (DOSHI-VELEZ; KIM, 

2018). 

The final aspect pinpointed by Doshi-Velez and Kim (2018) relates to the nature of 

the user expertise: how experienced is the user for understanding this sort of explana-

tion? For a doctor trying to understand why an ML model classified a tumour based 

on the image of a patient would probably require a level of sophistication from the 

explanation method different from the social network user who does not need a com-

plex understanding of the nature of the profiling being carried out about her. The type 

of language required would also be different in these examples: while the doctor 

would find it crucial to receive the information in technical, medical wording, plain 

language would probably be a better fit for the social network user. 

The aspects herein highlighted may prove themselves useful for regulators when as-

sessing whether and how a specific piece of information should be provided so as to 

increase the intelligibility of a machine learning system. Based on the works of Ha-

mon et al. (2022) and Doshi-Velez & Kim (2018), and also on the ideas exposed 

throughout this study, we would summarise these variables, all of them necessary to 

shape what information about the ML system is indeed helpful and how should it be 

delivered, in six main questions. 

Tracing our own questions 

A first question to be answered by an individual or group that aims to understand an 

ML system relates to the subjects to whom the information is necessary. These per-

sons and groups usually have different goals, origins, intellectual backgrounds and 

interests, to say the least. As we have seen, Shortliffe (1976) was worried about hav-

ing his systems understood by physicians; Pasquale (2015) highlighted that regulators, 

law enforcement agencies and individuals should have access to information regard-

ing ML systems that have relevant impacts on society in order to promote account-

ability; Alì and Yu (2021) drew attention to the importance of computer scientists and 

civil society organisations having access to these systems in order to identify potential 

51



pitfalls; the European Union’s Digital Services Act (EUROPEAN PARLIAMENT, 

2022) includes auditors as potential parties with an access to social media algorithms’ 

source codes. 

Looking at these different groups of information recipients, one can first realise that 

their knowledges and interests vary. The physician might be an expert in oncology, 

but may not know much about how a computer vision system. Individuals may have 

different education and digital literacy levels, pertain to varying age groups or social 

classes, may come from backgrounds as diverse as Brasília or Beijing, be part of dif-

ferent ethnicities, and so on. Regulators may be from fields as different as banking 

and disease control, and be interested in information that range from what datasets 

were used to train a system, who participated in its development or deployment, what 

are the weights of each information when a system releases an output and the eco-

nomic and political choices that led to development of an ML model. And the list goes 

on. 

In this sense, knowing who is the recipient of the information is an important part of 

the assessment not only of what is meaningful to know about a system, but also how 

should this information be shared with the subject, with what kind of jargon and in 

what circumstances, for example. 

On top of that, it is also fundamental for an assessment of how should information on 

an ML system be delivered that one knows what are the purposes that a subject has 

when requesting access to such data. A lawyer might be interested in mounting a legal 

challenge. An individual may want to understand why he or she has been approached 

by the police after the deployment of a face recognition system; a banking sector reg-

ulator might be interested in how does a bank’s credit scoring system works; a regula-

tor how a search engine’s recommender system algorithm works to assess whether 

and how it may be impacting how people access information during an electoral cam-

paign.  

This leads us to the question of what kind of information/data is necessary for achiev-

ing these intended purposes vary a lot according to each specific situation. Access to 

the database would be enough? Or one would needs to understand how a specific de-
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cision was made by the system? In this sense, a counterfactual explanation would be 

enough? 

The data in which someone is interested may also go beyond the functioning of the 

system itself, and range from how was the bidding process through which a state in 

Brazil or the United States bought a face recognition system; the level of bias in a 

credit scoring system dataset; or how a social media allows its users to personalise its 

feed and what data is being used for what purposes. And of course, this will also vary 

according to the kind of system being used and the risks it poses, our two last ques-

tions, as the information provided will depend, firstly, on the particularities of each 

system and, secondly, on how they may affect individuals and communities’s rights 

and interests.  

Systems which may not have any impact on individuals or the environment may not 

necessarily be required to provide complex explanations. However, as it might be fre-

quently the case that we will sometimes not immediately identify the impacts of sys-

tems right from their development or placement in the market, we will sometimes re-

quire further information about systems that have apparently low or no risk. More-

over, risks are usually defined in not neutral ways that are not necessarily future-proof 

and thus change over time (BALDWIN, CAVE, 2021). For this reason, risk should 

not be seen as an ultimate determinant to require further transparency, but instead as a 

supporter in understanding what to prioritise in enforcement, in a way that does not 

leave supposedly low risk applications unwatched. In this sense, on the one hand, the 

regulator should always have flexibility in defining how it assesses risk and, on the 

other, those creating and deploying ML systems should be attentive and ready to pro-

vide information about them when so requested. 

With that in mind, a further summarisation of these questions may be expressed as 

follows: 

1. Who is the recipient of the information? A regulator? A lawyer? An individual or 

community affected by the system? A civil society organisation? An expert on the 

specific field where a system is being deployed? A computer engineer/scientist?  
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2. How should the information be provided? Is it necessary for the system to be audit-

ed or is an explanation enough? In case of the latter, can the information be trans-

mitted using expert vocabulary or in a way that a layperson should understand?  

3. For what purposes? Is it to mount a legal challenge? To fix a bug? To assess the 

fairness or bias of an output? To assess the reasons for a system’s output that claims 

that a patient has cancer? 

4. What kind of information/data is necessary for achieving the intended purpose? Is 

it enough to assess the training dataset, general information about the operation of 

the system, or, going beyond the system itself, its energy expenditure or the eco-

nomic and political choices that led to the application’s development? It is impor-

tant to know how the data was collected, such as directly by humans, automated 

sensors or both? Further, does one need information of the system as a whole or 

how it achieved a specific decision, such as why it refused credit to an individual? 

5. What kind of ML system is being assessed? Is it used for e.g. face recognition, so-

cial credit calculation or to personalise content online? 

6. How risky is the ML system for individuals, groups or society as a whole? 

The questions posed are a first step for the assessment of the necessary information 

one need to access regarding an ML system and the contexts in which they are built. 

They are a path towards understanding not only the technical details of a system, but 

also the environments in which they are developed and used, as well as the power dy-

namics, the economic and political interests, and the biases of the ones involved in 

their creation, selling and deployment. As Silva (2022) argues, going beyond code is 

fundamental to allow for the combat against algorithmic racism, and we should add 

here any kind of technological oppression.  

Being able to make such an assessment is, in this sense, important both for the ones 

who are involved in ML systems’ development and deployment, as well as for regula-

tors to assess how effective is a model in providing meaningful information about its 

functioning. 
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A useful way to assess the effectiveness of the information provided about a system is 

by assessing, as proposed by Carvalho, Pereira and Cardoso (2019) whether the ex-

planations achieve three goals.  

The first one is accuracy, which relates to having a connection between the prediction 

made by the machine learning model and the explanation provided by the explanation 

method. It is important because it is possible to have an understandable hypothesis 

which has no connection to the data.  

The second is understandability, referring to how easy an explanation is to be under-

stood by the user. Especially with regard to recommender systems explainability, such 

as in a social network or a search engine, for instance, most users are not skilled in 

computation, the explanation of a decision should be easy to understand in order to be 

minimally helpful.  

Thirdly, an explainable method should be efficient, which means that it reflects the 

time necessary for a user to fully grasp the explanation. It refers thus to how under-

standable it is in a finite and preferably short period of time.     

These three goals can be an effective way to assess how useful is the information pro-

vided, and thus help understand whether it has proven effective or not for the stake-

holder’s goals. In addition, as we will see in the next chapter, Kaminski (2019) advo-

cates for the provision of information that are understandable, meaningful and action-

able. By actionable we may comprehend a more normative stand, in the sense that 

individuals are able to take action in reclaiming their rights if, through the information 

provided regarding the ML system, they identify the violation of rights. 

In this chapter, we paved the way to first understand what key concepts used in the 

field of ML transparency mean, such as transparency itself, interpretability and ex-

plainability, in order to clarify what each of them imply. Afterwards, we analysed dif-

ferent perspectives on whether and to what extent ML transparency is effective in ad-

dressing ML’s impacts and enhance accountability. We finally reached the conclusion 

that transparency, although being the means to different ends and not enough per se to 

solve ML’s problems, is an important tool to be taken into consideration by society to 

combat the problems raised by ML. Our analysis later analysed different ways in 
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which transparency and, more specifically, interpretability and explainability are usu-

ally put into practice, up to the point at which we reached what are the necessary 

questions to be asked by a stakeholder when demanding transparency and assessing 

its effectiveness. 

As a next step, it is important to acknowledge that ML calls for transparency can in-

volve to a great degree the protection of personal data and the legal regimes that relate 

to this right. As we have shown above, transparency has been a demand that responds 

to the impacts that these systems have on individuals, groups and the environment, 

specially when they issue outputs that to some degree are the result of personal data 

processing.  

With that in mind, as we look at the problem of ML opacity from a legal, regulatory 

perspective, it is inevitable to assess how data protection regimes deal with the issue 

of ML transparency, and we focus on the ones enacted in Brazil and the European 

Union. Although not having ML as the central object of their provisions, the fact that 

by the time of writing the AI legislations are still under discussion in these territories, 

and that data protection regimes in these territories affect the processing of data by 

ML systems, these laws are maybe the most suitable legal regimes already enacted 

and into force in Brazil and Europe to assess ML transparency. Adds upon this the fact 

that they have specific provisions related to the provision of information regarding 

automated decision-making systems, which, as we will further see, are an umbrella 

that includes machine-learning. In this sense, it is inevitable to take them into consid-

eration if we want to understand the enforcement of transparency. That is what we 

will do in the next chapter. 
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4. MACHINE LEARNING TRANSPARENCY AND DATA PROTECTION 

REGIMES 

In the pages above, we saw that making machine learning systems transparent and 

understandable can be an important tool both for addressing the accountability of 

agents involved in their development and deployment and understanding how they are 

changing us and the ecosystems in which we as humans dwell. Although not suffi-

cient per se for achieving effective accountability, transparency is an important step 

towards understanding whether and how an ML system can impact people and the 

environment. 

When we assessed how machine learning technologies work in Chapter 1, we saw 

that their development depends mostly on the processing of data. Based on the input 

they receive, they are programmed to look for patterns on the information and, fol-

lowing a well defined or not set of rules, issue outputs that can be recommendations, 

classifications, summarisations, regressions or whatever one may aim to have. 

Frequently, ML systems process personal data as either input or output. Systems used 

in credit scoring, face recognition and content recommendation in social media are 

some examples of technologies that process information related to or which may re-

late to persons.  

As such, when researching ML governance and regulation, it is not easy to avoid loo-

king into this theme from a data protection perspective, especially considering that, at 

least to the point of writing this work, general artificial intelligence legislations have 

not been approved in the jurisdictions that we aim to look at, namely Brazil and the 

European Union (EU). In this sense, one may find particularly noteworthy the re-

marks made by the United Nations’ Special Rapporteur on the Promotion and Protec-

tion of the Right to Freedom of Opinion and Expression that data protection laws can 

be one way to regulate AI (and thus machine learning) with existing norms, in particu-

lar if made more flexible (UNITED NATIONS, 2018, p. 16). 

With that in mind, in this session we will explore how data protection legal regimes in 

both legal frameworks address machine learning transparency. We will take them as a 
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reference for how law may be used as a tool to push those involved in an ML system 

life cycle to promote further transparency regarding these technologies. These laws 

are Brazil’s Lei Geral de Proteção de Dados (General Data Protection Law, LGPD, 

Law no. 13,709/2018) and European Union’s General Data Protection Regulation 

(GDPR, Regulation no. 679/2016). 

One may reasonably note that other legal instruments in these jurisdictions touch 

upon issues related to machine learning. In Brazil, an example is the Conselho Nacio-

nal de Justiça (National Council of Justice, CNJ)’s Resolution no. 332/2020, which 

establishes rules for the use of artificial intelligence systems by judicial bodies 

(BRASIL, 2020a). Moreover, proposals still not approved, such as the Lei Brasileira 

de Liberdade, Responsabilidade e Transparência na Internet (Brazilian Law on Free-

dom, Responsibility and Transparency on the Internet, Proposal no.2,630/2020) 

(BRASIL, 2020b), and the Marco Legal para a Inteligência Artificial (Legal Fra-

mework for Artificial Intelligence, Proposal no. 21/2020) (BRASIL, 2020c)  are other 2

instruments that, when approved, will probably have large impacts on the ruling of 

ML systems.  

At the EU, the Database Directive (Directive 96/9/EC) (EUROPEAN UNION, 1996) 

may serve as a legal means to assign property rights over datasets key to training ma-

chine learning systems, according to Veale (2019). The recently voted by the Eu-

ropean Parliament Digital Services Act (EUROPEAN PARLIAMENT, 2022) also has 

specific provisions related to the governance of algorithmic systems (including ma-

chine learning) applied in social media and other digital platforms for recommending 

content. The AI Act (EUROPEAN UNION, 2020), proposal yet under debate at the 

European Parliament, has the regulation of these systems at its core, and, once ap-

 After intense criticism from civil society, the Rapporteur for the Senate of the Marco Legal para a 2

Inteligência Artificial, Senator Eduardo Gomes, commissioned a Commission of Jurists to prepare a 
new draft for the Marco Legal para a Inteligência Artificial on the 30th of March, 2022. The bill’s sco-
pe is expected to considerably change after the presentation of the new text. See, e.g., LEMOS, Ales-
sandra et al. Nota Técnica PL n. 21/2020: sobre o marco legal do desenvolvimento e uso da inteligên-
cia artificial no brasil. LAPIN, Brasília, v. 1, n. 1, p. 1-49, nov. 2021. Available at: https://lapin.org.br/
2021/11/09/nota-tecnica-atualizada-discute-o-pl-21-a-2020-do-marco-legal-de-ia/. Last access: 12 jul. 
2022; DE PEREIRA, José Renato Laranjeira de; MORAES, Thiago Guimarães. Promoting irresponsi-
ble AI: lessons from a Brazilian bill. Heinrich Böll Stiftung, Brussels, 14 Feb. 2022. https://eu.bo-
ell.org/en/2022/02/14/promoting-irresponsible-ai-lessons-brazilian-bill. Last access: 12 Jul. 2022.
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proved, will also significantly impact their development and deployment.  

Nevertheless, having briefly spoken about these legal instruments, the main reasons 

for still choosing to ground this work on a comparative analysis between data protec-

tion laws are:  

i. Their hierarchical superiority compared to other already approved legal instru-

ments that may have a regulatory power over ML in these jurisdictions. That when 

considering the Brazilian case, where the aforementioned CNJ’s Resolution no.

332/2020, although already into force, has an inferior legal status and thus more 

limited range of application (applies only to the use of ML by courts) when com-

pared to the LGPD; 

ii. The general, broad scope of the data protection laws, since they may apply to any 

personal data processing carried out by entities from both private and public sec-

tors, differently to Brazilian Proposal no. 2,630/2020 or European Union’s Digital 

Services Act, which have specific addressees to their provisions and, at least in 

principle, all of them from the private sector; 

iii. The fact that they are already into force, in opposition to Brazil’s Proposal no. 

21/2020 and EU’s AI Act, which are yet under debate by lawmakers in both juris-

dictions; 

iv. Some of the most important and worrisome machine learning systems involve the 

processing of personal data at some point in their development and deployment, 

including during their training or when applying their results to individual situa-

tions (VEALE; 2019), and are thus, in these cases, subject to the obligations de-

rived from data protections regimes in both Brazil and the European Union. 

Based on the above, we will carry out in this chapter a comparative analysis of data 

protection regimes in both jurisdictions. Our focus will be in understanding how legal 

provisions in the LGPD and the GDPR address, directly or not, the provision of in-

formation regarding machine learning systems.  
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With that in mind, we will split this chapter in three parts. The first will consist of an 

exploration of what data protection means and how it historically came into being and 

became a right in the European Union and in Brazil. We will analyse how the debate 

on the right to privacy in the US evolved until the conception of the right to data pro-

tection and its further development in Europe and then in Brazil. The questions we 

aim to answer in this section are thus “what is data protection? How did it come to 

being? How did it legally evolve?” 

The second section starts diving into the LGPD and the GDPR content. It assesses 

what is the scope of these legal documents, what are their key concepts and how do 

they specifically apply to the processing of personal data by machine learning tech-

nologies. We thus expect to answer “what are the LGPD and the GDPR about? What 

are their main principles, rights and obligations? How do they define personal data? 

How do they apply to personal data processing activities carried out with machine 

learning systems?” 

Finally, the third section aims to interpret the rules established by these laws regard-

ing the provision of information related to personal data processing activities carried 

out by machine learning systems. Its goal is to understand what rules regarding ML 

transparency may one extract from the LGPD and the GDPR. Our final purpose is to 

interpret the provisions related to automated decision-making systems’ transparency 

in order to respond “what information someone using a machine learning system that 

processes personal should provide? How does this relate to our previous understand-

ing of the questions that one may answer when using a machine learning system and 

being transparent about it? What is the role of regulators in this regard?” 

We thus start with a brief overview of how privacy and data protection evolved in the 

last one hundred and thirty years or so. Brace ourselves! 

4.1. From Privacy to Data Protection - A Brief Historical Overview 

International experiences 
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When discussing the origins of data protection, the concept of privacy almost in-

evitably pops up into our minds. One of the first references to a right to privacy was 

made in the famous 1890 work by Samuel D. Warren and Louis D. Brandeis (1890) 

“The Right to Privacy”. In the article, the authors defend the recognition, in the Unit-

ed States legal system, of the right to privacy as part of the right to one’s personality 

and as a reaction to the increasing intromission in individuals’ private sphere by press 

agents with the use of innovative technologies at the time, especially instantaneous 

photographs. 

Back in those days, the press, according to the authors, overstepped “in every direc-

tion the obvious bounds of property and decency” and gossip became a trade and not 

just the “resource of the idle and the vicious”. The authors thus argued that these ac-

tions were reaching a new level of intrusion as the increase in newspaper diffusion 

matched with the use of pictures taken with photo cameras and their publishing in 

these means of communication. In this sense, the authors defended that the way law 

could respond to this intromission of private life should be through the recognition 

and protection of a right to privacy (WARREN; BRANDEIS, 1980, pp. 195-6). 

Such a right, they argue, would not arise from contract or special trust, but would 

consist of a right against the world, or, lending an expression from Thomas Cooley 

(1888), a “right to be let alone”. Such a right would be linked, thus, not to property, 

but to an individual’s sphere of personality (WARREN; BRANDEIS, 1890). 

This framing of the right to privacy as a prerogative related to one’s personality in-

stead of property brought a new way of seeing the role of personal information in 

one’s existence. Through time, however, as digital technologies developed and the use 

of computers grew, this subjective way of understanding privacy absorbed additional 

elements towards a more objective, and sometimes even collective dimension. As 

such, privacy started to be seen as also encompassing a person’s right to keep control 

over her own information and thus determine the way she aims to develop her own 

private sphere detached from social control mechanisms. Privacy is thus recognised as 

a condition to the exercise of other democratic prerogatives such as the freedom of 
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information and speech, thus going beyond the mere protection of spaces or goods, 

such as a person’s house or communications (RODOTÀ, 1995; DONEDA, 2006). 

This enhanced form of comprehending the right to privacy, that goes, therefore, be-

yond the mere right to be left alone as described both by Colley (1888) and Warren 

and Brandeis (1890), towards the safeguarding of own’s personal information, is the 

roots for the right to data protection. At this point, it is interesting to highlight how the 

European Union Agency for Fundamental Rights Agency differentiates both rights in 

a way that summarises what we have already discussed: 

The right to respect for private life consists of a general prohibition on interference, 
subject to some public interest criteria that can justify interference in certain cases. 

The protection of personal data is viewed as a modern and active right,
 
putting in 

place a system of checks and balances to protect individuals whenever their personal 
data are processed (FRA, 2018, p. 19). 

In this sense, data protection’s main goal would be to provide users control over their 

data, which results in the power to freely decide for what purpose one’s data should 

be processed (MIRAGEM, 2019). This is the main idea that permeates the right to 

informational self-determination as described by the German Constitutional Court in a 

1983 case that we will discuss below (MAYER-SCHÖNBERGER, 1997). Data pro-

tection, thus, extends beyond the mere secrecy of communications, or the safeguar-

ding of private spaces against the intromission of others, reaching the protection of 

every information that may relate to a particular person, up to the moment that indivi-

duals should have the control over how this data is processed in our times, permeated 

by the massive use of digital technologies.  

The history behind this worry towards providing control for individuals, as expressed 

by the German decision, results from a wider debate in the US and Europe from the 

1960s onwards, and had a similar root as the one that motivated the drafting of the 

article by Warren and Brandeis at the end of the nineteenth century: technological de-

velopments. 

National databases 
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With the enhancement of computers’ data storage and processing capacity during the 

1960s, several governments, especially in the US and Europe, started to develop poli-

cies that aimed at improving the provision of public services through larger personal 

data gathering and use. By having access to more information about the citizens, poli-

cymakers expected to design policies that better reflected the needs of a population, 

and, hence, many initiatives for creating national, centralised databases proliferated in 

these territories (DAVIES, 1997).  

As Mayer-Schönberger (1997, 222) argues, this came at a good timing, when many 

nations, especially in Europe, “had just initiated massive social reforms and extended 

their social-welfare systems”. For these reforms to be carried out, more and more in-

formation had to be gathered, processed and linked together, and computational tech-

nology development was all that was needed by these governments at this time. 

In the US, this came in the form of the National Data Center in 1965 (UNITED STA-

TES, 1966). In France, of the Système Automatisé pour lês Fichiers Administratifs et 

lê Répertoire de Individus - SAFARI (BOUCHER, 1974). As a reaction against these 

initiatives, national debates flourished with worrisome accounts on the potential mass 

surveillance that could result from this massive data processing and centralisation, 

leading years later to the approval of legislations such as the US’ 1974 Privacy Act 

and the French 1978 Loi relative à l'informatique, aux fichiers et aux libertés, that ai-

med to provide stronger protection to personal information. 

In Germany, differently, a paradigmatic change in the understanding of the right to the 

protection of personal information came not exactly with a centralised database, but 

with the Census Act of 1982 (Volkszählungsgesetz) (GERMANY, 1983), which al-

lowed authorities to match information from different governmental databases. A bro-

ad reaction against the initiative and its wide potential of affecting people’s data pro-

tection led to the groundbreaking decision of the German Constitutional Court in 

1983, which enshrined in the German legal system the right to informational self-de-

termination. According to Doneda (2020), one crucial aspect of the decision was the 

recognition that there is no such thing as a personal data processing activity which is 

harmless to privacy. Every information regarding an individual should be protected in 
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an age where computers advanced and enhanced their capacity of extracting new in-

formation from data. 

Privacy and data protection in the books: the first legal provisions and laws 

Privacy and data protection laws proliferated throughout the years, but it is important 

to note that these were not the first legislations on the theme. The Universal Declara-

tion of Human Rights (UDHR) from 1948 already established a general right to priva-

cy, as well as the European Convention on Human Rights (ECHR) from 1950. With 

regard to data protection, on its turn, the world’s first legislation on the theme had 

been the Hesse Data Protection Act (Datenschutzgesetz), from 1970 (DONEDA, 

2020).  

It is interesting to note how the social and legal reactions that led to the approval of 

these legislations were in response to paradigmatic technological advancements and 

to how these tools were being deployed in larger scale and in different environments. 

In the case of the 1970s and 1980s initiatives, the social response against the use of 

computers for what was at the time massive data processing activities came as these 

devices were no longer deployed strictly in military contexts, but for the processing of 

information belonging to whole populations by state bureaucracies (MAYER-

SCHÖNBERGER, 1997). 

Years later, however, the use of computers gradually proliferated, as they were adopt-

ed not only by governments, but also by a larger amount of businesses and, ultimately, 

individuals. It was around this period that data protection came to being recognised as 

holding a constitutional status, as it happened in the aforementioned 1983 decision of 

the German Constitutional Court. According to the court’s ruling, the right to informa-

tional self-determination derived from the general fundamental right to respect for an 

individual’s personality, and should encompass the power of the person to decide for 

oneself how personal information should be released and used, encompassing as well 

all phases of information processing, from gathering to transmitting. Further, restric-

tions to this right could only be made under matters of overriding general interest 

(GERMANY, 1983).  
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From these landmarks onwards, much changed in the scope of data protection laws in 

Europe. As technology continued to develop, especially after the flourishing of the 

Internet, and private actors started to design their business models based on the mas-

sive processing and exploration of personal data collected both online and offline, 

new protections were included in these rules. From a normative perspective, the re-

quirements for consent to be used as the legal ground for collecting data were increa-

sed due to the weakened bargaining position of individuals in face of massive data 

processors like governments and large technology companies, and some legislations 

included no-fault based compensation models for individuals’ claims. (MAYER-

SCHÖNBERGER, 1997) 

A pivotal legislation at the European level was the 1995 Data Protection Directive no. 

95/46/CE,  which embraced most of these evolutions. It established a general prohibi-

tion on the processing of sensitive personal data such as those related to the race, reli-

gion, political opinions, etc., of an individual, except in a few enumerated cases and 

purposes. It also included restrictions for the processing of data based on individual’s 

consent, namely the need that consent be informed and expressly given, and determi-

ned that data processing activities by both private and public entities should be made 

under the same level of protection (MAYER-SCHÖNBERGER, 1997). Besides, it 

contained principles that had already been traced in the Council of Europe’s Conven-

tion for the Protections of the individuals with regard to the Automatic Processing of 

Personal Data (“Convention 108”) (COUNCIL OF EUROPE, 1981), and the OECD’s 

Guidelines on the Protection of Privacy and Transborder Flows of Personal Data, 

from 1980 (OECD, 1980). Among these principles, some of them related to the trans-

parency about data processing activities; to the provision of security safeguards; to the 

limitation of purposes with which specific information should be processed; among 

others (DONEDA, 2020). 

The following decades continued marking important transformations for data protec-

tion. In 2000, the European Union proclaimed the Charter of Fundamental Rights (he-

reinafter “EU Charter”) which affirms a specific right to personal data protection in its 

Article 8, going thus beyond the ECHR’s right to privacy. It establishes that data 

“must be processed fairly for specified purposes and on the basis of the consent of the 
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person concerned or some other legitimate basis laid down by law” (Article 8.2). The 

Charter also enshrines rights to access and rectification of data (Article 8.3) and esta-

blishes the role of independent authorities in exercising control over the compliance 

of these obligations. 

After the Treaty of Lisbon, in 2009, the Charter, which used to be only a political 

document signed by the EU Member States, became legally binding with a constitu-

tional status under EU law, and its provisions applicable not only to European institu-

tions at the communitarian level but also to Member States every time they were im-

plementing EU law (FRA, 2018, p. 28).  

The year of 2016, however, established a groundbreaking landmark that reflected far 

beyond the European borders. The approval of the European General Data Protection 

Regulation (GDPR) reflected important changes in the governance of personal data in 

Europe, and became the new standard for the subject worldwide. 

We will get into more detail regarding the GDPR in the following sections in order to 

map how its provisions influence the governance of ML systems with a particular fo-

cus on transparency. However, it is important to briefly highlight at this point that 

among the main changes brought by this regulation to the European context was the 

inclusion of new principles and rights of the data subject. Among them was the addi-

tion of a principle of accountability and a right to data portability, in comparison to 

the Data Protection Directive; an obligation for organisations to implement data pro-

tection by design and by default in their internal and external processes; and the 

obligation to appoint a Data Protection Officer in certain circumstances (FRA, 2018, 

p. 30).  

With such developments, the GDPR was designed aiming to create a barrier against 

massive personal data processing by both public and private entities, irrespective of 

their sizes. As the access to data sets and new technologies capable of processing ex-

tensive and sensitive amounts of data and of extracting patterns from them (including 

machine learning) was democratised, now many small companies can also take part in 

the surveillance capitalism that we talked earlier in the Introduction (ZUBOFF, 2019).  
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Once we presented this brief introduction to the development of the concepts of pri-

vacy and data protection with a focus on the European context and some notes on how 

privacy was first discussed in the US, it is time now to look at how this theme has 

evolved in Brazilian law throughout the last decades. As such, a few important legal 

instruments, including the Lei Geral de Proteção de Dados (LGPD, or General Data 

Protection Law in a translation to English), and the Constitution itself, will be the ob-

ject of our analysis. 

Data Protection in Brazil 

The first legal provision related to a right to intimacy or privacy can date back, on a 

constitutional level, to the first Brazilian Constitution, from 1824 (BRASIL, 1824), 

following the 1822 independence. It enshrines, in its article 179, VII and XXVII, the 

inviolability of one’s home and the secrecy of mail communication, prerogatives that, 

at least on a normative level persist to the constitutions that followed, even those pro-

claimed during dictatorial regimes. In 1967, during the military dictatorship, the 1967 

Constitution (BRASIL, 1967), the secrecy of communications is extended to the ones 

held through telephone and telegraph, under article 153, §9th (COLOMBO, 2017). 

The current Constitution (BRASIL, 1988), which is into force since 1988 and is a 

normative landmark after the end of the military dictatorship in Brazil, expanded the 

reach of privacy protecting provisions at constitutional level. It considers inviolable 

the private life and intimacy (article 5, X); guarantees the inviolability of communica-

tions, including telephonic, telegraphic and, quite dubiously, data (article 5, XII); and 

institutionalises the constitutional action for habeas data (article 5, LXXII), which 

assures a right of access and correction of personal data about the petitioner contained 

in records or data banks of government agencies or entities of a public character. 

There used to be a considerable debate among Brazilian scholars on whether a right to 

data protection could be subsumed from the aforementioned provisions (MENDES, 

2014; DONEDA, 2020). This discussion came to an end, however, after two impor-

tant events. The first was the recognition, by the Supreme Court, of the fundamental 

right status of data protection after declaring the unconstitutionality of a legislation 
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that obliged telecommunication companies to share consumers’ data with the Instituto 

Brasileiro de Geografia e Estatística (Brazilian Institute of Geography and Statistics, 

IBGE) during the COVID-19 pandemic (MENDES, FONSECA, 2020). The second 

was after the promulgation of Constitutional Amendment no. 115/2022 (BRASIL, 

2022), which included an express provision in article 5 of the Constitution enshrining 

the status of fundamental right to data protection in Brazil’s legal system. 

At the legal level, provisions in different acts already assured some limited level of 

protection to personal data before the entry into force of the LGPD. The Código de 

Defesa do Consumidor (Consumer Defence Code, CDC, Law no. 8,078/1990) (BRA-

SIL, 1990), for instance, established under its article 43 a series of protections for 

consumers with regard to personal information stored in data sets held in the scope of 

consumerist relationships. The article and its paragraphs establish, e.g.: a right to have 

access to information (Article 43, caput); an obligation that personal data are correct 

and that negative information about an individual is stored for no long than five years 

(Art. 43, §1); an obligation that any inclusion of consumers in registries is informed 

(Art. 43, §2); a right to rectify data (art. 43, §3), and others. 

The provisions of the Código Civil (Civil Code, Law no. 10,406/2002) (BRASIL, 

2002) also affect the protection of privacy and personal data through provisions on the 

defence of the rights to one’s personality (Article 11) and the inviolability of an indi-

vidual’s private life (Article 21). 

Also noteworthy is the Lei do Cadastro Positivo (Law for Positive Registry, Law no. 

12.414/2011) (BRASIL, 2011a), which regulates the formation of and consultation to 

databases with information on individuals and legal entities for the formation of so-

called positive credit scores, which is data related to people with good credit informa-

tion. As such, the law provides for rights to the data subject that include:  

i. a right to cancel and reopen the registry about oneself (article 5, I);  

ii. a right of access to one’s personal information(article 5, II);  

iii. a right to rectify information(article 5, III);  
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iv. a right to be informed on the main “elements and criteria” used for the risk analy-

sis (article 5, IV);  

v. a right to be informed about the identity of the entity and the manager of the reg-

istry, as well as about the storage and purpose of the personal data processing (ar-

ticle 5, V);  

vi. a right to request the revision of decisions made exclusively through automated 

means (article 5, VI);  

vii.a right to have personal data used only for the purposes to which they were col-

lected (article 5, VII).  

The Lei de Acesso à Informação (Access to Information Law, LAI, Law no. 

12,527/2011) (BRASIL, 2011b), on its turn, also has provisions on the protection of 

personal data. LAI regulates the provision of information by public entities in Brazil, 

and is the result of the country’s leadership at the foundation of the Open Government 

Partnership (OGP), an international coalition with currently 78 Member States dedica-

ted to promote and support the implementation of government policies based on the 

principles of OpenGov, which involves transparency, public participation, innovation, 

and accountability (MORAES et al., 2021). LAI provides, under Article 31, that re-

quests for the access to information which includes third-parties’ personal data shall 

be restricted to legally authorised public authorities and its data subject. In this sense, 

the treatment of personal information must be done in a transparent manner and with 

respect to intimacy, privacy, honour and image, as well as individual freedoms and 

guarantees. Exceptions to this restriction are only possible if access to third parties 

has been provided by law or the data subject has consented to it.  

Another law with important effects for the right to data protection was the Marco Ci-

vil da Internet (Internet Civil Framework, MCI, Law no. 12,965/2014) (BRASIL, 

2014). Approved as a response to the developments of the internet, its economic ex-

ploration and also to protect individuals against state surveillance, including from fo-

reign actors, the MCI was an internet regulation landmark after the Snowden scandal. 

As such, it established principles, guarantees, rights and duties of internet users 

(FRAGOSO, 2019). 
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These provisions included rights related to privacy and data protection, establishing 

the (i) inviolability of intimacy and private life (article 7, I); (ii) secrecy of private 

communications, either shared or stored (art. 7, II, III);  (iii) prohibition for internet 

providers to share parties personal data with third  except with free, express and in-

formed consent or in the cases provided for by law (Art. 7o, VII); (iv) right to have 

clear and complete information about data processing activities and others (BRASIL, 

2014; FRAGOSO, 2019). 

Besides these fragmented provisions on data protection established through sparse 

legal instruments, Brazil remained until 2018 without a proper general legislation on 

the theme. This year, however, marked the approval of the Lei Geral de Proteção de 

Dados (General Data Protection Legislation, LGPD, Law no. 13,709/2018) (BRASIL, 

2018), a law with a structure very similar to the European Union’s GDPR. 

The LGPD marked a new era for digital rights in Brazil, as its provisions allow for a 

systematic regime of governance and protection for the flow of personal data in our 

territory. As we will see below in more detail, the LGPD, similarly to the GDPR, ap-

plies to any personal data processing activity, through both digital and (structured) 

physical means establishes, and provides for a set of principles, rights and specific 

lawful grounds for the processing of data.  

Despite LGPD’s promises, however, entities from both private and public sectors still 

struggle to comply to its rules. A study made with 366 companies by a group of con-

sultancies in Brazil identified in 2021 that only 9.8% of the organisations interviewed 

considered to have between 81% and 100% of its compliance process with the LGPD 

fulfilled (ALVAREZ & MARSAL et al, 2021). 

With regard to the public sector, on its turn, the situation can also be worrisome. Secu-

rity incidents involving public data sets have been common in the last years. Two of 

the most recent ones involved the Ministry of Health: in 2020, the personal data of at 

least 16 million suspected or confirmed COVID-19 patients was leaked and exposed 

on GitHub (ONETRUST, 2020). On 2021, the Ministry’s website was hit by attackers 

who that took several systems down, including one with information about the 
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COVID-19 national immunisation program and another used to issue digital vaccina-

tion certificates (ARAUJO et al, 2021).  

That without mentioning recent problematic partnerships in which public agencies 

have been recently involved that included the sharing of personal data of individuals 

held by the state to private entities for reasons that were criticised by civil society or-

ganisations, lawyers and scholars as not clearly related to the public interest (PEREI-

RA, MORAES, 2022b). These include a norm issued the Brazilian tax revenue 

agency, Receita Federal do Brasil (RFB), which in April 2022 published a norm 

authorising the Serviço Federal de Processamento de Dados (Data Processing Federal 

Service, SERPRO) to share tax-related data with private companies for “complemen-

ting public policies”, with no clear information on which public policies would be 

these and why the data sharing was necessary for such complementation (KNOTH, 

2022). 

Such incidents show how the Brazilian society still has a long way to go towards a 

reasonable enforcement of individuals’ right to data protection. However, the LGPD is 

set to be the main normative enabler for this, and its importance is undeniable in this 

context.  

The next few pages will address how the provisions in the LGPD and the GDPR ad-

dress the regulation of machine learning systems with a focus on transparency. To 

achieve this goal, we will briefly assess more general issues such as what are their 

scopes of application, some important definitions such as that of personal data, a gen-

eral overview of its principles, rights and lawful grounds for data processing specifi-

cations, as well as its rules on data processing activities made with the use of auto-

mated decision making systems, which are our main interest in this study. 
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4.2. Data Protection Laws in Brazil  and Europe 3

We saw above that the Brazilian data protection legal framework, now represented 

specially by its general legislation, the LGPD, was profoundly influenced by the Eu-

ropean data protection regime. The similarities of both regimes reside, among other 

aspects, in the scope of application of the acts’ provisions, which includes any activi-

ties involving the processing of personal data (except for some exceptions which we 

will see below), in the existence of lawful grounds for processing data, as well as of 

general principles and rights. The requirements that controllers can only process per-

sonal data if there is a legal basis that allow them to do so, that the processing is also 

in accordance with the principles provided by these laws and that rights are protected, 

consists of what Mendes et al. (2019, p. 144) call an “ex-ante regulatory rationality”. 

Other parallels are the creation of centralised authorities responsible for enforcing 

data protection rules and the existence of diverse obligations for data controllers and 

processors (MENDES; DONEDA, 2018, pp. 1-2). That despite the fact that only re-

cently the Presidency of Brazil took the initiative of proposing that the authority gain 

an independency status (ALVES; VALADÃO, 2022), something yet to be assessed by 

Congress. The independency of the authority is, according to Mendes et al. (2019, p. 

146), a basic condition for guaranteeing the effectiveness of the LGPD. 

Due to such expressive resemblances, we will throughout this session discuss many 

topics that are, if not identical, very similar in both legislations. This should not, nev-

ertheless, allow us to be careless about the subtleties that each act holds. An easily 

detectable difference lies in the more extensive quantity of articles that the GDPR has 

in comparison to the LGPD (99 and 65, respectively), and to the fact that the latter 

does not have recitals as its European counterpart does, a feature which would expres-

sively help the interpretation of the provisions.  

 Most of the translations of the LGPD’s provisions to English language presented in this work have 3

been adapted from LEMOS, Ronaldo et al. Brazilian General Data Protection Law (LGPD, English 
translation). IAPP, [s. l], Oct. 2020. Available at: https://iapp.org/resources/article/brazilian-data-pro-
tection-law-lgpd-english-translation/. Last accessed: 14 June 2022. The original text of the LGPD can 
be found at: BRASIL, Lei nº 13.709, de 14 de agosto de 2018. Lei Geral de Proteção de Dados Pesso-
ais (LGPD). Planalto. Available at: http://www.planalto.gov.br/ccivil_03/_ato2015-2018/2018/lei/
l13709.htm. Last accessed: 26 June 2022.
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Besides that, it is important to note that material dissonances between the two regimes  

also exist. As we will see, one can find particularities between these two acts in our 

specific topic of interest, that is to say, data processing activities carried out with the 

use of automated decision making systems and which information is to be provided in 

this regard.  

This section will thus briefly describe general aspects and some important concepts of 

these acts in order to provide a broad understanding of the data protection regimes in 

Brazil and the European Union. 

Material and territorial scopes of application 

The LGPD and the GDPR have similar scopes of application. The LGPD applies to 

every personal data processing activity, either by public or private entities, irrespec-

tive of the means through which this processing takes place (article 1, LGPD), as long 

as the activity is either (I) carried out in Brazilian territory; (II) has as its goal the of-

fer or supply of goods or services or processes personal data of individuals located in 

national territory; or (III) when the personal data being processed have been collected 

in Brazil (article 3, I, II and III, LGPD).  

There are, nevertheless, exceptions to the application of the LGPD. According to its 

article 4, the LGPD does not apply to the processing of personal data that  

I. is done by a natural person exclusively for private and non-economic purposes; 

II.  is done exclusively for journalistic and artistic purposes or, in cases of processing 

activities with academic purposes, as long as while ensuring, whenever possible, 

the anonymization of personal data (as provided under articles 7, IV, and 11, II, c, 

LGPD);  

III. when it is done exclusively for purposes of public safety, national defence, state 

security or activities of investigation and prosecution of criminal offences; or  

IV.  when the data have their origin outside the national territory and are not the object 

of communication or shared use of data with Brazilian processing agents or the 
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object of international transfer of data with another country that is not the country 

of origin, if the country of origin provides a level of personal data protection ade-

quate to that established in this Law. 

It is important to note, however, that even though there is an exception for the cases 

expressed under the point III above, regarding law enforcement and national defence, 

the LGPD principles would still apply in data processing activities for these purposes 

(article 4, §1, LGPD). 

One should also observe that the exception for data processing activities within acad-

emic purposes is not exactly an exception, although called this way by the LGPD, but 

a particular purpose which has its own legal ground for lawful processing, which is 

provided by the aforementioned provisions in LGPD’s articles 7, IV and 11, II, c. 

The GDPR, on its turn, applies to the processing of personal data, either by public or 

private entities, wholly or partly by automated means and to the processing other than 

by automated means of personal data which form part of a filing system or are intend-

ed to form part of a filing system (article 2(1), GDPR). Such processing of personal 

data should be made in the context of the activities of an establishment of a controller 

or a processor in the Union, regardless of whether the processing takes place in the 

Union or not (article 3(1), GDPR).  

Still regarding its territorial scope, the GDPR also applies to the processing of person-

al data of data subjects who are in the Union even if the controller or processor is not 

established in the Union. That may happen as long as the data processing is related to 

(a) the offering of goods or services, irrespective of whether a payment of the data 

subject is required, to such data subjects in the Union; or (b) the monitoring of their 

behaviour as far as their behaviour takes place within the Union (article 3(2), GDPR). 

Further, it can also apply to the processing of personal data by a controller not estab-

lished in the Union, but in a place where Member State law applies by virtue of public 

international law (article 3(3), GDPR). 

The exceptions of the GDPR are very similar to the ones provided for by the LGPD. 

According to its article 2, the GDPR does not apply to the processing of personal 

data:  
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a. in the course of an activity which falls outside the scope of Union law;  

b. when data is processed by the Member States when carrying out activities 

which fall within the scope of Chapter 2 of Title V of the TEU, i.e., for foreign 

policy related activities;  

c. by a natural person in the course of a purely personal or household activity; or 

d. by competent authorities for the purposes of the prevention, investigation, de-

tection or prosecution of criminal offences or the execution of criminal penal-

ties, including the safeguarding against and the prevention of threats to public 

security.  

Exceptions under letters “c” and “d” are quite similar to LGPD’s exceptions under 

numbers I and III.  

With regard to the exceptions related to data processing activities for journalistic and 

artistic purposes at the LGPD, there is no direct parallel in the GDPR in the sense that 

it would not apply at all to these areas. However, its Article 85 establishes that Mem-

ber States shall by law reconcile the right to data protection “with the right to freedom 

of expression and information, including processing for journalistic purposes and the 

purposes of academic, artistic or literary expression” (Article 85(1), GDPR), includ-

ing through the provision of exemptions or derogations to the GDPR.  

Personal data and data subject 

Having briefly touched upon the scopes of application of the LGPD and the GDPR, it 

is essential to mention what does personal data means. As we have seen, both acts 

only apply to the processing of such specific types of information, which is why this 

may be the most important definition of these regimes. Personal data is thus a 

“threshold concept” for the application of these data protection laws (TOSONI; BY-

GRAVE, 2020). 

The laws have the same definition for personal data, which would be “information 

regarding an identified or identifiable natural person” (article 5, I, LGPD; Article 4(1), 

75



GDPR). The GDPR’s provision, nevertheless, also defines what it means by “identifi-

able natural person” and gives examples of which information could be considered 

personal data. In this sense, personal data is that with which 

Article 4(1). (…) one who can be identified, directly or indirectly, in particular by 
reference to an identifier such as a name, an identification number, location data, an 
online identifier or to one or more factors specific to the physical, physiological, ge-
netic, mental, economic, cultural or social identity of that natural person. 

The possibility of identification of the individual whose data is concerned — the so-

called “data subject” — plays a crucial role here. It is not necessary, for the applica-

tion of the LGPD and the GDPR, that the person is already directly identified from 

the data. Even if the person is not yet identified, the mere possibility of this happening 

through “reasonable means” can also trigger the application of these laws to the data 

processing activity. That is why both use the term “identifiable” when referring to the 

individual whose data is being processed, even if the identification is not already giv-

en — such as when it is not directly tied to a name — or requires further research to 

obtain the information necessary to identify the person (FRA, 2018, p. 88). After all, a 

name is just one of the almost infinite identifiers a person may hold (BORGESIUS, 

2016).  

In the European law, which influenced the Brazilian in this regard, the reason for such 

a broad concept of personal data lies in an intention of European policymakers and 

legislators in extending the GDPR’s protection to all information that may be linked to 

an individual, and thus allowing for a greater degree of protection for data subjects 

(WP29, 2007, p. 4). This logic also includes an intention to address the processing of 

personal data in the Big Data era, including with the use of machine learning systems, 

as it happens, for instance, in the profiling of individuals for the purpose of behav-

ioural targeting, such as in the field of advertising, where data is massively used in an 

attempt to offer ever more personalised products and services to persons (BORGE-

SIUS, 2016). 

It is worth noting that the processing of some categories of personal data, the so-

called sensitive data (LGPD) or special categories of data (GDPR), receive stronger 

protection from both acts due to their enhanced potential in allowing for a person to 
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be discriminated through the knowledge of such information. Under the LGPD, these 

are personal data concerning racial or ethnic origin, religious belief, political opinion, 

trade union or religious, philosophical or political organisation membership, data con-

cerning health or sex life, genetic or biometric data, when related to a natural person 

(Article 5, II). 

Under the GDPR, similarly, special categories of data are the ones “revealing racial or 

ethnic origin, political opinions, religious or philosophical beliefs, or trade union 

membership, and the processing of genetic data, biometric data for the purpose of 

uniquely identifying a natural person, data concerning health or data concerning a 

natural person's sex life or sexual orientation” (Article 10). 

Data users: controllers and processors 

The main addressees of obligations under both the LGPD and the GDPR are the so-

called data controllers and processors . Both of them are entities that carry out per4 -

sonal data processing activities, being the difference between them based on the de-

gree of decision-making capacity regarding the use of such data.  

A data controller under the LGPD would be a “natural person or legal entity of either 

public or private law in charge of making the decisions regarding the processing of 

personal data” (Article 5, VI). Under the GDPR, the controller is defined as “the nat-

ural or legal person, public authority, agency or other body which, alone or jointly 

with others, determines the purposes and means of the processing of personal 

data” (Article 4(7)). The main difference between both provisions, thus, lies on the 

use of the expression “making decisions” by the LGPD as opposed to determining 

“the purposes and means” by the GDPR.  

Differently, the data processor would be defined by the LGPD as the “natural person 

or legal entity of either public or private law that processes personal data on behalf of 

the controller” (Article 5, VII), while the GDPR’s processor would be, very similarly, 

 It is important to note that, in a free translation from Brazilian Portuguese, data processors are called 4

“operators” under the LGPD. Nevertheless, we will address them here as “processors” in order to sim-
plify the analysis of this genre of entities which in both legislations have very similar obligations.
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“a natural or legal person, public authority, agency or other body which processes per-

sonal data on behalf of the controller” (Article 4(8)).  

The result of such differentiation is the degree of responsibility that each one of these 

entities will have for complying with data protection rules, which include allowing for 

data subjects to exercise their rights (WP29, 2010, p. 4). As data controllers are the 

ones with the stronger degree of influence regarding the why and how of a data pro-

cessing activity, it is up to them to demonstrate compliance with the data protection 

regime (WP29, 2010; EDPS, 2019). It is also worth noting that such obligations apply 

irrespectively of whether the entity is a public or private entity. 

Principles, rights and legal grounds for lawful processing of personal data 

The LGPD and the GDPR provide principles and rights aimed at guiding the process-

ing of personal data by controllers and processors and at allowing data subjects to 

gain more information about them and contest the processing if necessary. The princi-

ples are referred to by the LGPD under Article 6 and under the GDPR under Article 5, 

while the rights are expressed under the chapters of number 3 in both acts. 

Both laws have also provisions that describe what are the legal grounds over which 

data can be processed, i.e., under which circumstances can a data controller or proces-

sor carry out a personal data processing activity. The LGPD does so under Article 7 

(for general personal data) and Article 11 (for sensitive data), while the GDPR pro-

vide for them under Articles 6 and 9. These provisions, in the two acts, establish that a 

personal data processing can be lawful when done so under consent, for the perfor-

mance of a contract, for complying with regulatory or legal obligations, among others. 

They are a key element to determine, thus, the lawfulness of a processing. 

Important differences between the two laws can be found on the authorising hypothe-

sis for the processing of personal data: while the LGPD contains ten lawful grounds, 

the GDPR has six in total. The hypothesis that are common to both frameworks are 

consent, performance of a contract, compliance with a legal obligation, protection of 

the vital interests of the data subject or of another natural person, performance of a 
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task carried out in the public interest and legitimate interests. The four additional ones 

on the LGPD are the data processing by a research body (article 7, IV); (ii) the regular 

exercise of rights in judicial process (article 7, VI); (iii) health protection (article 7, 

VIII); and (iv) protection of credit (article 7, X) (MENDES et al, 2019).  

Besides the aspects we pointed out, we will not enter into detail with regard to each 

specific principle, right or legal ground for data processing as this would make us 

navigate too far from the scope of this study. Nevertheless, we will throughout this 

work dive deeper into detail with regard to principles such as transparency and rights 

that include the right to access, as they are closely related to the provision of informa-

tion regarding activities carried out by ML systems that include the processing of per-

sonal data. 

Automated decision-making 

Neither the LGPD nor the GDPR make explicit reference to terms such as artificial 

intelligence, machine learning or to other techniques usually comprised by the general 

concept of AI. Instead, they use the term automated decision-making to make refer-

ence to decisions taken by systems through personal data processing made with some 

degree of autonomy and independence from humans.  

ML systems are mainly automated decision-making technologies. It is the case, for 

instance, with the content recommendation systems that we explained earlier in this 

work, that display and rank content on social media platforms without direct interven-

tion from a human being. As such, provisions on this kind of decision, which we may 

also call conclusion, or output (ALLEN; MASTERS, 2020), may directly affect the 

regulation of ML systems, reason why they are of particular importance for this work. 

Neither the LGPD or the GDPR provide a straight forward definition on what automa-

ted decision-making means. Nevertheless, both have specific rights and obligations 

that apply to them, even if in different degrees of protection, as one can conclude 

from an analysis of LGPD’s Article 20 and GDPR’s Articles 13, 14, 15 and 22. 
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To clarify the concept and the consequences of automated decision-making, the WP29 

issued the Guidelines on Automated individual decision-making and Profiling for the 

purposes of Regulation 2016/679. In the work, the group affirmed that, under the 

GDPR, “[s]olely automated decision-making is the ability to make decisions by tech-

nological means without human involvement” (WP29, 2018, p. 8). A similar wording 

regarding “solely automated decision-making” is used under LGPD’s Article 20 . This 5

type of decisions, according to the Working Party, can be based on any type of data, 

including data provided directly by the individuals concerned; data observed about the 

individuals; and those derived or inferred data such as a profile of the individual that 

has already been created (WP29, 2018, p. 8). 

Human involvement in automated decision-making 

Under both the GDPR and the LGPD, understanding the degree of involvement of a 

human being in the decision-making process is important to assess whether specific 

rights and obligations, mostly related to the provision of information and human revi-

sion, are provided.  

According to the WP29, to qualify as human involvement, any oversight of the deci-

sion should be “meaningful, rather than just a token gesture” and “should be carried 

out by someone who has the authority and competence to change the decision” if nec-

essary (WP29, 2018, p. 21). This leads us to understand that to qualify as an involve-

ment, it is necessary that there is an approval of the system’s output by a person, to a 

degree that involves a qualified assessment of whether the decision is indeed correct 

or makes sense. In this sense, the acceptance without meaningfully questioning the 

conclusion of the system should be enough to qualify it as a solely automated deci-

sion-making. 

  “Art. 20. O titular dos dados tem direito a solicitar a revisão de decisões tomadas unicamente com 5

base em tratamento automatizado de dados pessoais que afetem seus interesses, incluídas as decisões 
destinadas a definir o seu perfil pessoal, profissional, de consumo e de crédito ou os aspectos de sua 
personalidade.” In English: “The data subject has the right to request for the review of decisions made 
solely based on automated processing of personal data affecting her/his interests, including decisi-
ons intended to define her/his personal, professional, consumer and credit profile, or aspects of her/his 
personality” (my emphasis). Translation by LEMOS, Ronaldo et al. Brazilian General Data Protection 
Law (LGPD, English translation). IAPP, [s. l], Oct. 2020. Available at: https://iapp.org/resources/arti-
cle/brazilian-data-protection-law-lgpd-english-translation/. Last accessed: 14 June 2022. 
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Under GDPR’s Article 22(1), data subjects “shall have the right not to be subject to a 

decision based solely on automated processing, including profiling, which produces 

legal effects concerning him or her or similarly significantly affects him or her” (our 

emphasis).  

Such provision shall not apply, however, if the decision: “(a) is necessary for entering 

into, or performance of, a contract between the data subject and a data controller; (b) 

is authorised by Union or Member State law to which the controller is subject and 

which also lays down suitable measures to safeguard the data subject's rights and 

freedoms and legitimate interests; or (c) is based on the data subject's explicit con-

sent” (Article 22(2)(a)(b)(c)). Nevertheless, the GDPR provides that, in these cases, 

further protection must be provided in the data processing, which includes a right to 

human intervention, according to Article 22(3). 

The protection provided by LGPD is weaker than in its counterpart, as it does not 

provide for a general prohibition on decisions based solely on automated processing 

of personal data. Further, with regard to reviews of the decision, it provides merely a 

right to request the review of “decisions made solely based on automated processing 

of personal data affecting her/his interests” (Article 20). Such a right does not specify 

that the review should be made by a natural person.  

One should note, however, that this was not always the case. The original wording of 

the LGPD obliged data controllers to provide for human revision, but the text was af-

terwards vetoed by President Jair Bolsonaro, who argued that this would inhibit the 

development of startups and the assessment of credit-worthiness (BRASIL, 2019).  

Having assessed key provisions in both LGPD and GDPR, we now turn to an analysis 

of how their provisions address the access to information regarding the use of auto-

mated decision-making systems or, more specifically, machine learning.  

4.3. Machine Learning Transparency under the LGPD and the GDPR 

In Chapter 3, we discussed whether and to what extent providing for greater trans-

parency in machine learning systems could be an effective tool to better understand 
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their impacts to society, the environment or any other field humans may exert influ-

ence through them. We saw that, despite not a panacea, transparency can indeed be a 

tool to gain insight into how the use of these systems is changing the world we inhab-

it, for better or for worse, and that we should learn how to pose the right questions in 

order to access information about them that is effective to achieve the goals we may 

have. Having said that, it is now the moment to understand whether and how this 

theme is addressed by data protection laws in Brazil and the European Union. 

In the last section, we saw that data protection regimes in these jurisdictions have spe-

cific obligations and rights that apply when automated decisions are made based on 

the processing of personal data. As machine learning systems are mostly applied for 

carrying out such automated decision-making (ADM) processes, these rules are di-

rectly applicable to those making use of these technologies. For this reason, they are 

of particular interest for us in this study, especially considering that some of these 

provisions also extend to the delivery of information regarding the operation of these 

systems and, consequently, their transparency.  

A large discussion has taken place in the last years over whether there is or not a right 

to explainability in these laws, mostly focusing on specific provisions related to ADM 

regulation. In the European Union, where these discussions came earlier in Brazil, 

Goodman and Flaxman (2016) published one of the first articles that affirmed that 

there was a right to explanation in the GDPR by setting provisions for the necessity in 

providing information for a data subject regarding a personal data processing made 

through automated decisions.  

Wachter, Mittelstadt and Floridi (2017) reacted affirming that one could not extract 

such a right from the regulation, but merely a right to information, as there would be 

no right for explanations of single algorithmic-based outputs, but merely a “right to 

information” of the general logic of a system.  

From then on, many other scholars such as Selbst and Powles (2017), Malgieri and 

Commandé (2017) and Kaminsky (2019) have been dwelling on this discussion. Oth-

ers, such as Edwards and Veale (2017), as we showed earlier, highlight that there is a 
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“transparency fallacy”, while Annany and Crawford (2017) drew attention to how 

transparency can be used as a tool for further opacity.  

In Brazil, inspired by the European debate, Leite (2018), Souza, Perroni and Magrani 

(2020), as well as Lima and Sá (2020), have also delve into this debate, reaching a 

similar conclusion that in some situations the LGPD may provide for a right to expla-

nation. 

This work will shed light on their arguments above. However, it is worth anticipating 

that its aim is no more to discuss whether or not such a so-called right to explanation 

exist in these jurisdictions, but instead how should information regarding personal 

data processing carried out by ML systems, be it regarding the system as a whole, a 

specific output or what we have been calling the system’s environment or context.  

Kaminsky (2019, p. 209) makes an important statement when she says that “in the 

right to explanation debate, the centrality of transparency to the GDPR has gotten 

lost”. Following not only her ideas, but also those of others, I consider that the LGPD 

and GDPR both provide for rights and obligations regarding the provision of informa-

tion that go beyond the discussion related to the right to explanation, another reason 

that adds to the other ones that made us focus on the term transparency instead of ex-

plainability in this work. Now it is our duty to understand how to operationalise these 

rights and obligations. 

To do so, before we look to transparency provisions specifically referred to ADM, we 

should rather give a step back, to the principles and rights provided by the LGPD and 

the GDPR that apply for every personal data processing, and not just those carried out 

through automated decision-making. As we will see, not only there are specific trans-

parency principles in both laws, but such transparency is necessary for ensuring the 

mere capacity of the data controller to prove compliance with the LGPD’s and 

GDPR’s principles. This work will call this “general transparency”, as, in our specific 

context, it relates to transparency obligations that go beyond the use of machine learn-

ing systems. 
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4.3.1. General transparency in personal data processing 

We saw above, even without entering into much detail, that the LGPD and the GDPR 

have principles that apply to every personal data processing under their scope. Such 

principles are conditions for the lawfulness of these operations and, although some-

times framed differently in the two regimes, one can say that they hold significant 

similarities.  

The table below presents a comparison between the wordings of the principles in the 

two laws : 6

LGPD GDPR

Article 6. Activities of processing of 
personal data shall be done in good faith 
and be subject to the following principles: 

Article 5.1. Personal data shall be:

I – purpose: processing done for 
legitimate, specific and explicit purposes 
of which the data subject is informed, with 
no possibility of subsequent processing 
that is incompatible with these purposes;

(b) collected for specified, explicit and 
legitimate purposes and not further 
processed in a manner that is 
incompatible with those purposes; further 
processing for archiving purposes in the 
public interest, scientific or historical 
research purposes or statistical purposes 
shall, in accordance with Article 89(1), not 
be considered to be incompatible with the 
initial purposes (‘purpose limitation’) 

 English translations of the LGPD’s provisions have all been adapted from LEMOS, Ronaldo et al. 6

Brazilian General Data Protection Law (LGPD, English translation). IAPP, [s. l], Oct. 2020. Available 
at: https://iapp.org/resources/article/brazilian-data-protection-law-lgpd-english-translation/. Last acces-
sed: 14 June 2022. For the original text of the LGPD, please refer to: BRASIL, Lei nº 13.709, de 14 de 
agosto de 2018. Lei Geral de Proteção de Dados Pessoais (LGPD). Planalto. Available at: http://
www.planalto.gov.br/ccivil_03/_ato2015-2018/2018/lei/l13709.htm. Last accessed: 26 June 2022.
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II – adequacy: compatibility of the 
processing with the purposes 
communicated to the data subject, in 
accordance with the context of the 
processing; 

III - necessity: limitation of the processing 
to the minimum necessary to achieve its 
purposes, covering data that are relevant, 
proportional and non-excessive in relation 
to the purposes of the data processing;

(c) adequate, relevant and limited to what 
is necessary in relation to the purposes for 
which they are processed (‘data 
minimisation’); 

IV – free access: guarantee to the data 
subjects of facilitated and free of charge 
consultation about the form and duration 
of the processing, as well as about the 
integrity of their personal data;

No direct counterpart among the GDPR’s 
principles.

V – quality of the data: guarantee to the 
data subjects of the accuracy, clarity, 
relevancy and updating of the data, in 
accordance with the need and for 
achieving the purpose of the processing;

(d) accurate and, where necessary, kept up 
to date; every reasonable step must be 
taken to ensure that personal data that are 
inaccurate, having regard to the purposes 
for which they are processed, are erased 
or rectified without delay (‘accuracy’); 

VI – transparency: guarantee to the data 
subjects of clear, precise and easily 
accessible information about the carrying 
out of the processing and the respective 
processing agents, subject to commercial 
and industrial secrecy;

(a) processed lawfully, fairly and in a 
transparent manner in relation to the data 
subject (‘lawfulness, fairness and 
transparency’); 

LGPD GDPR
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Table 2 - Principles in the LGPD and the GDPR 

With the table above, we intend to trace parallels (even if winding ones) between the 

principles provided by the LGPD and the GDPR in order to facilitate assessment of 

their content and identify similarities and differences between them. For instance, one 

can already identify that there are no counterparts in the GDPR for the LGPD’s prin-

ciples on free access and prevention. Nevertheless, although not having the same 

normative framing of a principle, the right to access provided in GDPR’s Article 13 

(and which has a similar counterpart under LGPD’s Article 18, II) may deliver some-

VII – security: use of technical and 
administrative measures which are able to 
protect personal data from unauthorized 
accesses and accidental or unlawful 
situations of destruction, loss, alteration, 
communication or dissemination;

(f) processed in a manner that ensures 
appropriate security of the personal data, 
including protection against unauthorised 
or unlawful processing and against 
accidental loss, destruction or damage, 
using appropriate technical or 
organisational measures (‘integrity and 
confidentiality’). 

VIII – prevention: adoption of measures to 
prevent the occurrence of damages due to 
the processing of personal data;

No direct counterpart among the GDPR’s 
principles.

IX – nondiscrimination: impossibility of 
carrying out the processing for unlawful or 
abusive discriminatory purposes; 

(a) processed lawfully, fairly and in a 
transparent manner in relation to the data 
subject (‘lawfulness, fairness and 
transparency’); 

X – accountability: demonstration, by the 
data processing agent, of the adoption of 
measures which are efficient and capable 
of proving the compliance with the rules of 
personal data protection, including the 
efficacy of such measures.

2. The controller shall be responsible for, 
and be able to demonstrate compliance 
with, paragraph 1 (‘accountability’). 

LGPD GDPR
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thing close to what the LGPD’s principle on free access does. Similarly, the lack of a 

prevention principle can to some degree be mitigated by provisions on data protection 

by design and default in the GDPR (Article 20), which are also present, with particu-

larities, under LGPD’s Chapter VII. 

Other disparities can be found in the wording of principles that are similar among 

both laws, but that hold specific differences. An example lies in the LGPD’s data 

quality principle and GDPR’s accuracy. Although the two of them provide for guaran-

teeing that data is accurate and up to date, the LGPD includes the notions of clarity 

and relevance of the personal information to the purpose of the processing. The 

GDPR does not have a similar parallel in its specific accuracy principle, but, on the 

other hand, it adds that inaccurate data should be erased and rectified without delay.  

Further, it is possible to find some similarity in the notion of “fairness” of the GDPR 

and of “nondiscrimination” in the LGPD. According to the European Data Protection 

Board, “[f]airness is an overarching principle which requires that personal data should 

not be processed in a way that is unjustifiably detrimental, unlawfully discriminatory, 

unexpected or misleading to the data subject” (EDPB, 2019, p. 17-8). One might also 

find a path to trace such a parallel, despite the lack of a direct, precise translation of 

“fairness” to Portuguese, when taking into consideration the meaning proposed by the 

Cambridge Dictionary, which describes fairness as “the quality of treating people 

equally or in a way that is right or reasonable” (CAMBRIDGE, 2022). 

It is worth noting that the parallels herein traced between principles in the LGPD and 

the GDPR are not unanimous among scholars. Mendes et al. (2019, p. 159), for in-

stance, consider that the GDPR principles of integrity and confidentiality would find a 

counterpart not in the LGPD’s principle of security, but instead of data quality. They 

also do not see a direct parallel between the LGPD’s nondiscrimination principle and 

the GDPR’s fairness principle. 

Despite such divergencies, it is not our focus here to address what is the content of 

each specific principle in the LGPD and the GDPR, but to assess whether these provi-
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sions may have an impact in the transparency of ML systems.  Our analysis will thus 7

be made accordingly. 

We start with the transparency principles in these laws. Under LGPD’s Article 6, VI, 

the transparency principle establishes that the data subject should have “clear, precise 

and easily accessible information about the carrying out of the processing and the re-

spective processing agents”. The GDPR, in more general terms, expresses in its Arti-

cle 5(1)(a) that personal data shall be “processed (…) in a transparent manner”. 

Döhmann (2020), when commenting the GDPR’s principle, affirms that it contains 

two main elements. First, it aims to allow for a data subject to gain control over how 

his or her personal data is being used. Second, that those responsible for the data pro-

cessing should also constantly verify the lawfulness of the data treatment, including 

through a duty to document that can be identified through a reading of other rights 

provided by the GDPR, which may be found in Articles 12, 13, 14, 15 and 22. 

In this sense, transparency is also an indispensable requirement for a data controller to 

prove compliance with the other principles of the GDPR. That includes proving that a 

specific processing of personal data, resulting or not from automated decisions, have 

not been unfair or based in inaccurate data, for instance. In order to understand, for 

instance, whether a data controller making use of an ML system is fulfilling the data 

quality or accuracy principles, a data subject could make use of the transparency prin-

ciple, alongside with rights of access to data that are expressed in other articles of the 

GDPR and the LGPD, to receive information on that, as we will see. 

And speaking of the LGPD, its transparency principle follows the same direction 

when providing that “clear, precise and easily accessible information about the carry-

ing out of the processing and the respective processing agents” should be guaranteed. 

Such a wording can be even more precise than the GDPR’s, as it specifies that the in-

formation to be provided shall be, in other words, meaningful for the data subject.  

This might be interpreted as a way to make communications regarding data process-

ing activities comprehensible, as Kaminsky (2019, p. 212) does when discussing the 

 For an in-depth comparison between the LGPD and the GDPR based on the neo-institutional theory 7

of law, please refer to Mendes et al. (2019).
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GDPR’s Article 12, which establishes that information regarding the processing of 

data through ADM be “concise, transparent, intelligible and easily accessible form, 

using clear and plain language”. As the author also mentions, this can also be seen as 

a way to avoid the strategic opacity highlighted by Annany and Crawford (2016), as 

we discussed in Section 3.3. 

Based on the above, we may conclude that the principle of transparency is, in both 

laws, an umbrella obligation that puts transparency as a general rule for data con-

trollers to apply in every data processing, irrespectively of being made through auto-

mated decision-making means, and that the information is sufficiently meaningful. It 

leaves, on the other hand, open questions. What specific information should be con-

sidered as suitable to fulfil the requirements of these laws? What should be consid-

ered, looking e.g. into the LGPD’s transparency principle and the aspects highlighted 

in the last paragraph of Article 12 of the GDPR, “clear, precise and easily accessible”, 

or “concise, transparent, intelligible and easily accessible” for the Brazilian and Eu-

ropean acts, respectively? 

We can already anticipate that not much detail is provided by any of the regimes, rea-

son why so many scholars have still been discussing this theme. That is why we now 

turn to provisions that specifically address the transparency of automated decisions 

and how they have been interpreted in Brazil and the EU. 

4.3.2. Automated decision-making transparency 

Considering, as we mentioned above, that the Brazilian debate on a right to explain-

ability has been mostly inspired by the one made in the scope of the GDPR, we will 

first focus on how the European debate developed, and then turn towards the one held 

under the LGPD. With this approach, we hope to set a better understanding of how the 

discussion has evolved during the last years in order to define our own thoughts on 

the matter. 

Automated decision-making transparency in the GDPR 
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The GDPR sets specific provisions regarding automated decision-making trans-

parency. It does so by creating obligations for data controllers to provide information 

about the processing of personal data through automated decision-making systems, as 

established in Articles 13(2)(f), 14(2)(g) and 15(1)(h) (ASGHARI et al, 2021).  

Reading these GDPR provisions, one can identify that the following information 

should be provided by the data controller to the data subject in case there is a process-

ing of personal data by an automated decision-making system: 

1. The existence of automated decision-making; 

2. “Meaningful information about the logic involved” in the automated decision; 

3. Significance and the envisaged consequences of such processing for the data 

subject. 

It is worth noting that such obligations apply in situations where personal data are col-

lected directly from the data subject (Article 13(2)(f)) or not (Article 14(2)(g)). Fur-

ther, Article 15’s rules are presented within a general right of access of the data sub-

ject, which encompasses a right to obtain from the controller confirmation as to 

whether or not personal data concerning him or her are being processed, as well as 

access to the personal data and further information (Article 15(1)(h)). 

Under the GDPR, all such information shall be provided proactively by the data con-

troller, without the need of request from the data subject. It is worth noting that the 

GDPR aims to protect data subjects especially in regard to automated decisions that 

are carried out for profiling purposes based on the processing of sensitive data, some-

thing which would express a major risk for one’s data protection. 

The GDPR is very strict as to which automated decisions shall be allowed when deal-

ing with personal data processing. Under its recital 71, it describes that evaluating, 

through automated decision-making means, the personal aspects relating to a natural 

person where it produces legal effects, shall only be made where expressly authorised 

by Union or Member State law. Such processing shall always be subject to suitable 

safeguards, “which should include specific information to the data subject and the 

right to obtain human intervention, to express his or her point of view, to obtain an 
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explanation of the decision reached after such assessment and to challenge the deci-

sion” (Recital 71, GDPR). 

Although the GDPR highlights the sensitiveness of automated decisions about an in-

dividual and how they may impact the exercise of the rights of this person, the Regu-

lation is not very specific as to which exact information shall be provided regarding 

the processing (and the system used) and how. There is also disagreement as to 

whether the regulation requires controllers to explain merely the underlying logic of 

these systems or whether that would also apply to specific decisions automatically 

made, and, in these cases, which of such outputs should be explained.  

For instance, Wachter, Mittelstadt and Floridi (2017) argue that the GDPR establishes 

not a right to explanation of individual decisions, but instead a mere “right to be in-

formed”. Such a right would encompass information regarding solely the general lo-

gic involved in the system as well as the significance and the envisaged consequences 

of automated decision-making systems. If we apply the taxonomy provided in Chap-

ter 3 regarding different methods for system explainability, such an interpretation 

would lead for the understanding that the GDPR obliges controllers to provide only 

global model interpretability, and not information regarding how specific decisions 

were taken (local model interpretability). The authors’ reasoning results mainly from 

the idea that the term logic involved in the automated decision refers only to general 

information about the system, and not to how the specific decision has been made. 

On the opposite direction, Selbst and Powles (2017) interpret that the GDPR should 

be read as establishing a right to explainability to the extent that the data subject 

should be provided sufficient information in order to exercise his/her rights. In other 

words, every time the rights of a data subject is put at risk because of the processing 

of personal data through automated decision-making, any explanation which is neces-

sary to assess whether there is indeed a violation of the GDPR shall be provided. That 

would include, for instance, means for identifying whether a specific automated deci-

sion has been biased or not. Therefore, there would not be any a priori restriction 

about the explainability method to be applied, as long as it provided sufficient infor-

mation for the exercise of one’s data protection rights (SELBST & POWLES, 2017). 
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Selbst and Powles’ (2017) interpretation for the GDPR concerns a more systematic 

approach towards the regulation. When addressing data processing by automated de-

cision-making systems, Recital 38 of the GDPR states that “[p]rofiling that results in 

discrimination against natural persons on the basis of personal data which are by their 

nature particularly sensitive in relation to fundamental rights and freedoms should be 

prohibited under the conditions laid down in Articles 21 and 52 of the Charter.” Arti-

cle 11, GDPR, complements such reasoning by positing that “[p]rofiling that results in 

discrimination against natural persons on the basis of special categories of personal 

data referred to in Article 10 shall be prohibited, in accordance with Union law”. 

To illustrate their view, we may consider that it would be quite challenging to assess 

whether a specific automated decision based on profiling activities might have been 

biased without analysing the specific output of the system, and not just the underlying 

logic of the machine learning model as a whole. In this sense, it would seem more ap-

propriate to argue that the GDPR addresses a right to explainability at least in profil-

ing cases, and especially those carried out through the processing of sensitive data. 

However, as we mentioned above, and agreeing with Selbst and Powels (2017) and 

with Kaminski (2019), discussing whether there is a right to information or explain-

ability can be a distraction in the process of understanding the transparency provisions 

in these laws. That applies also to the LGPD, as we will see further. 

The general transparency systematic of the GDPR is about allowing for the controller 

to prove compliance with the Regulation and for a data subject to gain control over 

how his or her personal data is being processed in order to exercise the rights provid-

ed by the act. That is why Kaminski (2019, p. 213) affirms that communication to in-

dividuals about algorithmic decision-making must be "simultaneously understandable 

(…), meaningful, and actionable”, so that someone who is subject to algorithmic deci-

sion-making through the processing of personal data can invoke one’s rights 

(KAMINSKI, 2019, p. 215).  

This would be the path for the “qualified transparency” that Pasquale (2015) advo-

cates for, in a way that transparency should allow for the targeting of revelations re-

lated to automated decisions that have “different degrees of depth and scope aimed at 
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different recipients”. Transparency would be thus not limited to revelations to indi-

viduals, but also to regulators, third parties, the public and within the own company, 

so there is enough internal oversight so that data is not misused. And each of these 

actors may have access to different types of information in order to make the GDPR’s 

enforcement effective (KAMINSKI, 2019, p. 210-1).  

In this sense, the assessment of what does the GDPR mean by “logic” and “meaning-

ful information” should be made in a more systemic manner, taking into consideration 

the principles and the general protection frame of the Regulation. In accordance to the 

discussion we had above, in Chapter 3, the GDPR’s structure prescribes that the in-

formation to be provided regarding automated decision-making should encompass all 

the information that is necessary for a person to exercise her rights. This does not 

need to be every information about the decision, but the disclosure needs to be effec-

tive to the extent that it allows for someone to take action based on it. When reaching 

this point, the specific requirements on information provision regarding automated 

decisions meet the general transparency principle of the GDPR (KAMINSKI, 2019).  

That is why Asghari et al (2021), after noting that neither “logic” nor “meaningful in-

formation” are legally defined within the GDPR, affirm that although a complete dis-

closure of an algorithm’s source code, for instance, is not always necessary to address 

its impacts, such disclosure may be required if this is the only way for the data subject 

to notice if his or her rights have been violated and take action based on it. As the au-

thors put it, the information provided need to allow an “actual gain in 

knowledge” (ASGHARI, 2021, p. 9). 

Nevertheless, a note should be made with regard to the potential limitations of 

GDPR’s Article 22(1). We saw that this provision, which establishes rules for auto-

mated decision-making to comply with the Regulation, limits its scope to decisions 

based solely on automated decision-making “which produces legal effects concerning 

him or her or similarly significantly affects him or her”.  

When we read Articles 13(2)(f), 14(2)(g) and 15(1)(h), we can see that all of them 

have an identical wording, which is that, for providing for fair and transparent data 

processing, one should provide for the following information: 
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the existence of automated decision-making, including profiling, referred to in Arti-
cle 22(1) and (4) and, at least in those cases, meaningful information about the 
logic involved, as well as the significance and the envisaged consequences of such 
processing for the data subject. (Articles 13(2)(f)/14(2)(g)/15(1)(h), our emphasis). 

From our emphasis, we can see that all of them make reference to Article 22(1), whi-

ch has the restriction we mentioned, towards applying only to decisions producing 

legal or similarly significant effects on individuals. Nevertheless, in an opposite direc-

tion to what authors like Wachter et al. (2017) argue, this should not be seen as a way 

to narrow the scope of a right of individuals to have transparency or explainability 

when affected by automated decision-making, even when the interests affected are not 

as “significant” as legal ones or when decisions are not made under “solely” based 

automated decision-making.  

Instead, the idea that transparency in the GDPR should be seen as enforceable to-

wards any system as a requisite to demonstrate compliance or to allow for the access 

to rights. This matches also with the basis of the regulation’s rights-based approach 

that we referenced above (FRA, 2018). We can argue that not only based on the same 

arguments regarding the transparency principle that we mentioned earlier, but also on 

the fact that Articles 13(2)(f), 14(2)(g) and 15(1)(h) affirm that meaningful informa-

tion should be provided “at least in those cases” mentioned by Article 22(1). This no-

tion would thus allow to the application of transparency provisions far beyond deci-

sions producing legal effects. 

Having looked at the GDPR’s provisions, and how transparency should be seen as a 

general obligation that applies to the whole law, and that debating whether or not 

there is a right to explanation in it  might distract us from understanding the broader 

—and deeper — scope of the transparency principle, it is now time to look at the 

LGPD and see whether this logic is also found under its rules. 

LGPD’s transparency framework 

The LGPD also addresses a right to request information regarding the functioning of 

automated decision-making systems, including those intended to define one’s person-
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al, professional, consumer or credit profile or aspects of one’s personality under Arti-

cle 20. Such a right can also be seen as a form of materialising and complementing 

the transparency principle provided by Article 6, VI, which establishes, as we saw 

above, that clear, precise and easily accessible information shall be provided regard-

ing every personal data processing under the LGPD’s scope (MONTEIRO, 2018). 

Along with LGPD’s Article 9, these provisions provide for a broader transparency 

framework for the legislation. 

However, differently from the GDPR, there is no specific obligation on the LGPD for 

the controller to provide such information proactively, but only under request from the 

data subject. It is worth noting, in addition, that although there is a rule that allows for 

data subjects to ask for revisions of decisions made by automated systems, there is no 

specific requirement that this revision should be made by a human agent. 

According to Article 20, §1º, LGPD, “[w]henever requested to do so, the controller 

shall provide clear and adequate information regarding the criteria and procedures 

used for an automated decision, subject to commercial and industrial secrecy”. In case 

the controller does not provide information, even if by arguing that the disclosure 

would infringe commercial and industrial secrecy, the LGPD establishes that the nati-

onal authority may carry out an audit to verify specific discriminatory aspects in the 

automated processing of personal data. 

In this sense, the LGPD leaves enough room for systems to be audited and for con-

trollers to be obliged to provide explanations under the request of a data subject. As is 

the case in the GDPR, although there is no explicit obligation that controllers will 

have to disclose information regarding specific decisions made by their automated 

systems, the same logic that the disclosure by the data controller should be sufficient 

for the latter to prove, or for a data subject to understand, whether the data processing 

has been made lawfully, is present. 

In any case, one may identify that the LGPD’s wording, once again similar to the 

GDPR, presents a considerable degree of uncertainty as to how and for what purposes 

information should be provided, particularly regarding what it means by the “criteria 

and procedures used for an automated decision”. The lack of a legal definition for this 
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expression is similar as to what happens in the GDPR with “meaningful information 

about the logic involved” in Articles 13(2)(f), 14(2)(g) and 15(1)(h). 

Here, the disclosure of information related to automated decisions in the LGPD 

should be interpreted similarly as we did with the GDPR, in the sense that the infor-

mation provided should be enough for a subject, including an auditor, regulator, re-

searcher or the data subject, to sufficiently understand the personal data processing 

and take action based on that (SOUZA; PERRONE; MAGRANI, 2021).  

To support this argument, which once again takes into consideration a global interpre-

tation of the law, and not just a strict reading of the provisions that relate to automated 

decision-making in Article 20 of the LGPD, we may look at what other provisions 

related to information access describe as necessary information to be provided by the 

data controller. 

LGPD’s Article 9, caput, I and II, establishes that:  

Art. 9. The data subject has the right to facilitated access to information concerning 
the processing of her/his data, which much be made available in a clear, adequate and 
ostensible manner, concerning, among other characteristics provided in regulation for 
complying with the principle of free access: 
I – the specific purpose of the processing; 
II – the type and duration of the processing, being observed commercial and industri-
al secrecy; (…)  8

From this provision, we may conclude that, in general, data subjects have a right to 

access information related to the specific purpose and of the type and duration of any 

data processing that encompasses his or her personal data. We may add to these in-

formation the requirements from Article 18, I and II, that the data subject also has the 

right to obtain from the controller the confirmation of the existence of the data pro-

cessing and access to the personal data being used by the controller. 

 As translated by LEMOS, Ronaldo et al. Brazilian General Data Protection Law (LGPD, English 8

translation). IAPP, [s. l], Oct. 2020. Available at: https://iapp.org/resources/article/brazilian-data-pro-
tection-law-lgpd-english-translation/. Last accessed: 14 June 2022. Original wording, in Portuguese: 
Art. 9º O titular tem direito ao acesso facilitado às informações sobre o tratamento de seus dados, que 
deverão ser disponibilizadas de forma clara, adequada e ostensiva acerca de, entre outras caracterís-
ticas previstas em regulamentação para o atendimento do princípio do livre acesso: I - finalidade es-
pecífica do tratamento; II - forma e duração do tratamento, observados os segredos comercial e indus-
trial.
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With that in mind, it is suffice to say that, when regarding automated decisions, a data 

controller should disclose at least the information highlighted by the above mentioned 

provisions, which include: 

a. the specific purpose of the processing; 

b. the type and duration of the processing, being observed commercial and indus-

trial secrecy; 

c. confirmation of the existence of the data processing;  

d. what personal data is being used by the controller. 

Nevertheless, the disclosure shall not be restricted to these information unless they 

suffice to allow for, as we mentioned earlier, the data subject to exercise his or her 

rights and for the controller to prove compliance to the LGPD. When that is not the 

case, every necessary information to reach this objective should be provided in order 

to comply with the transparency principle.  

This is why, similarly to what we discussed concerning the GDPR, it also makes no 

sense to discuss whether there is or not a right to explainability regarding specific de-

cisions under the LGPD. Every information that is necessary, meaningful and suffi-

cient, in a specific case, to reveal whether the controller is complying with the law or 

not shall be provided. 

Finally, when there are commercial secrets involved, auditing by the National Data 

Protection Authority (ANPD) should be carried out, according to the wording of Arti-

cle 20, §1, mentioned above (SOUZA; PERRONE; MAGRANI, 2021). This provi-

sion can be read jointly with Article 55-J, XVI, of the LGPD, which includes among 

the ANPD’s prerogatives the power to “carry out audits, or to determine their occur-

rence regarding the processing of personal data carried out by processing agents, in-

cluding public authorities”. 

As such, under both the LGPD and the GDPR, the amount of information that will 

have to be provided by the data controller concerning the data processing will thus 

have to be assessed on a case by case basis, and the analysis of whether the informa-
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tion is sufficient depends on to what degree it allows for the data subject to exercise 

rights. 

Before moving forward, however, we should repeat here the same exercise we did 

with the GDPR to understand the potential limitations of LGPD’s Article 20. If we 

look at the caput of Article 20 and, once again, to its §1º, these provisions will read as 

follows: 

Art. 20. The data subject has the right to request for the review of decisions made 
solely based on automated processing of personal data affecting her/his interests, 
including decisions intended to define her/his personal, professional, consumer and 
credit profile, or aspects of her/his personality. (new wording given by Law No. 
13,853/2019) (our emphasis) 
§1 Whenever requested to do so, the controller shall provide clear and adequate in-
formation regarding the criteria and procedures used for an automated decision, sub-
ject to commercial and industrial secrecy.  9

Reading through Article 20, caput, one can identify that the review of decisions can 

be made of decisions “solely” based on automated processing of personal data that 

affects a data subject’s “interests”. 

From the outset, this could be seen as a far less narrow provision in comparison with 

GDPR’s Article 22(1). It does not restrict the review of solely automated decisions 

only to those having legal or similarly significant effects on data subjects, but instead 

to decisions that affect “interests”. Nevertheless, our question is here whether expla-

nations/transparency mechanisms should also be seen as limited to decisions solely 

based on automated decisions that affect one’s interests. 

Through a strict interpretation of Article 20, §1, one may say that not necessarily. Af-

ter all, the provisions establishes a rule to provide “clear and adequate information 

regarding the criteria and procedures used for an automated decision” (our emphasis), 

 As translated by LEMOS, Ronaldo et al. Brazilian General Data Protection Law (LGPD, English 9

translation). IAPP, [s. l], Oct. 2020. Available at: https://iapp.org/resources/article/brazilian-data-pro-
tection-law-lgpd-english-translation/. Last accessed: 14 June 2022. Original wording, in Portuguese: 
Art. 20. O titular dos dados tem direito a solicitar a revisão de decisões tomadas unicamente com base 
em tratamento automatizado de dados pessoais que afetem seus interesses, incluídas as decisões desti-
nadas a definir o seu perfil pessoal, profissional, de consumo e de crédito ou os aspectos de sua perso-
nalidade. (Redação dada pela Lei nº 13.853, de 2019). §1º O controlador deverá fornecer, sempre que 
solicitadas, informações claras e adequadas a respeito dos critérios e dos procedimentos utilizados 
para a decisão automatizada, observados os segredos comercial e industrial.
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without repeating the wording related to “solely” or “interests”. But these are not sol-

id grounds for asserting this idea. Instead, once again, we believe that this should not 

be seen as a limitation when the compliance with the LGPD is in question, consider-

ing the general focus on transparency as a principle that exists in the law. With this 

notion, it is important to note that we not exactly go against what, for instance, Mon-

teiro (2018, p. 20) affirms when interpreting this provision, that the restriction on “in-

terests” should be observed. After all, a potential lack of compliance with the LGPD 

or barriers to the exercise of rights can hardly be something that would not be consid-

ered an interest of the data subject being affected. 

4.4. Beyond the books: open questions 

These conclusions leave us with more open questions. The first ones relate to what the 

LGPD and the GDPR do not provide for. We mentioned above that many important 

impacts caused by the use of ML systems relate to issues arising from the processing 

of personal data. However, ML pitfalls are not related only to data protection.  

As we mentioned, the deployment of ML applications to control individuals in work-

ing spaces has been creating physical and mental issues (IRANI, 2016). The devel-

opment of ML systems and the manufacturing of devices may be having an intense 

environmental and humanitarian cost that we cannot even measure yet (CRAWFORD, 

2021). Lack of digital literacy might be allowing for people to trust these systems 

blindly and not understand how they are impacting their access to information 

(BUCHER, 2018). Group privacy issues posed by ML systems processing 

anonymised data may also have a hard time in being protected through data protection 

laws (TAYLOR, 2017). 

These are only a few examples for us to have in mind that regulating ML goes far be-

yond data protection, and that, for this reason, not every problem related to opacity 

raised in the previous chapters will be solved through an application of the LGPD or 

the GDPR. 
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Moreover, once transparency in automated decisions — and now we come back to our 

original research theme, machine learning systems — is contextual and thus highly 

dependant on case by case analysis (ASGHARI et al., 2021), we need to start asking 

ourselves how should the enforcement of these provisions take place. Answering this 

question is a complex task not only due to the broad and quite indefinite scope of the 

transparency provisions we assessed, but also due to the complex structure of en-

forcement incentives that the LGPD provides and the various actors that can be in-

volved in this process. That is why we now turn to an analysis of what regulatory 

strategies may be applied to enforce these transparency provisions. 

It is important to note that, from now on, our focus will straighten towards the Brazil-

ian legal system and thus the LGPD. What happens in the European Union will serve 

in certain occasions as a source of ideas and inspiration, but the next chapter no 

longer aims to conduct a comparative analysis between what happens (or should hap-

pen) in Brazil and Europe with regard to regulatory strategies. 

In this sense, when we think of enforcement and oversight, it is reasonable that the 

first thoughts that arise are driven towards data protection authorities, which in Brazil 

is, as we mentioned previously, the Autoridade Nacional de Proteção de Dados, 

ANPD. It is therefore its role in enforcing transparency rules that most interests us at 

this moment. Nevertheless, as we will see, other stakeholders may have a significant 

importance in this regard. Courts, other regulators, civil society organisations, audi-

tors, national councils, standardisation bodies, data controllers, operators, data sub-

jects, alone or in groups, among many others, have also a role to play in the oversight 

of ML applications. 

In the next chapter, we will thus discuss how enforcement of ML transparency can 

occur in Brazil under the guidance of the responsive regulation theory. 
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5. REGULATING MACHINE LEARNING SYSTEMS, ENFORCING TRANS-

PARENCY: AN ANALYSIS THROUGH THE LENS OF THE RESPONSIVE 

REGULATION 

From the previous pages, we can identify many features of machine learning systems 

that make this technology particularly challenging to regulate, despite its known im-

pacts on society.  

A myriad of factors contribute to this. They include, e.g., the complexity of its func-

tioning; the sometimes non obvious nature of its outputs and the difficulty in explain-

ing the details of how outputs are made; ML’s transversal nature, which allows it to be 

applied in fields that range from healthcare to law enforcement, that are subject to dis-

tinct rules and oversight authorities; its potential to develop, in the future, towards di-

rections that are hard to predict; the narratives of technosolutionism and inevitability 

that run across society regarding machine learning and that are strongly sponsored by 

the developers and deployers of these technologies; the complex chain of actors, ma-

terials and information involved in the development, deployment and disposal of ML 

systems; its main raw material, data, does not seem to raise any scarcity issue 

(BLACK; MURRAY, 2019), but instead seem to ever increase in quantity.  

These are some of the main elements that make machine learning, and AI in general, a 

challenging range of technologies to regulate, and have motivated the creation of dif-

ferent narratives on which kind of ethical or legal rules should be designed to deal 

with ML’s risks. 

One of these narratives rely on the notion that it is yet too early to regulate artificial 

intelligence systems — few, if any, of the regulatory initiatives make reference to the 

term machine learning as its main object — especially if such regulation would hinder 

innovation (GURKAYNAK; YILMAZ; HAKSEVER, 2016).  

Another approach with a similar perspective against regulation consists of the argu-

ment that the market itself would be responsible for regulating AI based strictly on 

soft law mechanisms and codes of practice (BLACK, MURRAY, 2019). This trend is 

closely linked to the last years’ trend of designing ethical principles to guide AI de-
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velopment and deployment, which, as we showed earlier in Chapter 3, have prolifer-

ated among dozens of proposals authored by companies, civil society organisations, 

think tanks and governments (FJELD et al., 2020), including even the Vatican (VATI-

CAN, 2020).  

This wave of “ethics washing” and the argument that the translation of these princi-

ples into soft law and codes of practice should be sufficient for governing AI systems 

has been seen with skepticism by scholars.  

Cath (2018), for instance, raises the question on whether, when we take the industry’s 

perspective on governing AI through the lens of fairness, accountability and trans-

parency, we are not leaving a considerable amount of issues unanswered and pushing 

forward values that are specific to the USA, where a large amount of companies 

working on AI are based, to the detriment of values particular to the Global South, for 

instance. Further, Mittelstadt (2019) argues that there is a huge gap in putting princi-

ples into practice that makes ethic-based frameworks weak strategies to stop machine 

learning pitfalls.  

Commenting on these issues, Black and Murray (2019, p. 15) draw attention to how 

the libertarian, anti-regulation discourse particular to the beginning of the history of 

Internet is also to blame in the development of oligopolies by Big Tech companies, 

and argue that “[i]f we are to seek to control the way corporates and governments use 

AI and ML, then ethics cannot substitute for law or other forms of formal regulation”. 

They thus stress that we need a robust, holistic and coherent system for regulating the 

development and use of these technologies that goes beyond transparency and also 

probably beyond sectoral regulations, which can give rise to “patchwork regulation in 

which there are overlaps and underlaps, with conflicting goals and logics”.  

Commenting regulation in general, and not strictly regarding AI, Baldwin and Cave 

(2021, p. 4) affirm that the debate over regulating or not is misleading. Law has been 

a fundamental propeller in allowing for the concentration of private property, the reli-

ability of contracts and the development of capitalism as a whole. As the authors put 

it, “[l]aws allow markets to operate. We may object to examples of bad regulation, to 

controls that impose costs unjustifiably, but these examples make no case for seeing 
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regulation negatively”. In this sense, it is our role to think of ways to create regulation 

that is effective in protecting rights of individuals, especially in face of issues that 

they do not understand but that strongly influence their lives. These ideas are to a 

great degree the same as those shared by Ayres and Braithwaite (1992). 

Law proposals aiming to regulate AI have been under debate in different countries 

and regions such as China, Brazil, USA and the European Union, each with very dif-

ferent perspectives. They range from laws focusing on the regulation of specific sys-

tems, such as in China’s Internet Information Service Algorithmic Recommendation 

Management Provisions, which rules content recommendation systems (CHINA, 

2022); on impact assessments, such as in the US’ Congress bill Algorithmic Account-

ability Act of 2022 (UNITED STATES OF AMERICA, 2022); on a risk-based ap-

proach that encompasses obligations to systems posing high or unacceptable risks to 

society, as is the case of the EU’s AI Act (EUROPEAN UNION, 2020); and on a 

principles-based approach, as is the case of the first draft of the Brazilian Legal 

Framework for Artificial Intelligence (BRASIL 2020c), which might be considerably 

modified by a Commission of Jurists in Senate in the following months. 

As mentioned above, it is not our goal here to assess these legislations in detail, but 

instead to understand how the Brazilian General Data Protection Law (LGPD) rules 

the development and deployment of ML systems with a specific focus on trans-

parency. Data protection is insufficient to tackle all of the risks of ML, as it is inca-

pable of addressing every single negative impact of machine learning, such as the en-

vironmental impacts  and the abuse of workers that are involved in the life cycle of 10

some of these systems. It also does not address the impacts suffered by groups that are 

discriminated by these systems through the use of anonymised information, that do 

not fall within the LGPD’s or GDPR’s concept of personal data (TAYLOR, 2017).  

However, as already highlighted in Chapter 4, data protection regimes do provide us 

with important mechanisms for the protection of rights of individuals, due to the sig-

 Some have argued that when reducing ads to comply with the GDPR, sites can significantly reduce 10

energy expenditure and thus carbon footprint. See, e.g., ADAMS, Chris. How much CO2 can you save 
when you remove ad-tracking from news sites? Chris Adams Blog, 27 May 2018. Available at https://
blog.chrisadams.me.uk/posts-output/2018-05-27-how-much-co2-can-you-save-when-you-remove-ad-
tracking-from-news-sites/. Last accessed 14 July 2022. 
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nificancy that personal data plays in both the training of these systems and in the out-

puts that they issue. Therefore, it is now our role to understand how, based on the 

LGPD, can we stimulate and ensure the effective transparency of ML systems in order 

to achieve the goals we have outlined, such as broaden the understanding on how 

these systems shape society, increase accountability, among others. 

At this stage, we aim to do so through an assessment of how the regulatory instru-

ments provided by the LGPD can assist in the effective application of its transparency 

provisions. The broad meaning of these rules, that open the possibility of different 

ways of interpreting how to effectively comply with them, requires from regulators 

and other players further detailing on how compliance should be achieved. This could 

be made either ex-ante, such as through the publishing of guidelines, or ex-post, 

through the imposition of sanctions accompanied by the interpretation of these provi-

sions.  

I see a parallel in the LGPD with what Kaminsky and Malgieri affirm about the 

GDPR that it provides for a systemic, collaborative governance regime. In this 

framework, data controllers and regulators would jointly establish appropriate safe-

guards and transparency criteria for the processing of personal data, including by au-

tomated means, through ongoing conversations.  

Such dialogues would take place through the “development of government guidelines 

and potentially involving industry-wide efforts to come up with codes of conduct or 

other forms of standards” (KAMINSKY, MALGIERI, 2019, p. 7; WP29, 2017). This 

logic is expressed, for instance, in Article 40, GDPR, which provides for the adoption 

of industry-wide codes of conduct and standards, and reflected in Article 50, LGPD, 

which has a very similar wording. As such, the systemic governance regime of these 

laws would be key to allow regulators and controllers to collaboratively assess the 

degree of information provision necessary for each system. 

I add that such actions should include other players involved in the LGPD’s regulato-

ry apparatus, including the Conselho Nacional de Proteção de Dados (National Data 

Protection Council, CNPD), other regulators besides the National Data Protection Au-
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thority (ANPD), standardisation bodies, civil society organisations, affected commu-

nities, among others, depending on the case. 

Hence, in this Chapter, we will map how should LGPD’s transparency rules be de-

tailed and enforced regarding ML systems by the ANPD in an interplay with other 

actors based on the regulatory instruments that the LGPD provides. 

Given the complexity of this task, this work will assess the suitability of the theory of 

responsive regulation to guide the enforcement of the LGPD with regard to ML sys-

tems. It will take into consideration not only whether its idea of flexibility if suitable 

to promote transparency in adapting to different systems and data controllers, but also 

because the ANPD has already signalled that its enforcement would be guided by this 

theory (URUPÁ, 2021; BRASIL, 2021b). As such, it is our goal to assess what bene-

fits can we extract from this theory and what are the limitations it may have in the 

field we aim to assess, i.e., ML transparency, as well as in Brazil, a country from the 

so-called Global South (for the lack of a better term) which has a very different regu-

latory environment in comparison to Australia, where the theory was designed.  

5.1. Responsive Regulation: First Thoughts 

Based on our findings from the previous pages, the regulation of ML systems, espe-

cially for the enforcement of the framework of the LGPD with regard to transparency, 

should take into consideration two main features.  

First, it should be capable of allowing for sufficient malleability of the regulator in 

order to implement policies that are suitable for addressing different ML systems in 

different contexts. As we mentioned previously, the kind of ML application and the 

context in which it is applied will lead to the necessity of assessing distinct informa-

tion.  

Second, it should allow for a constant dialogue not just between regulator and regu-

lated entities, including their data protection officers (DPO), or encarregados under 

the LGPD, who are the individuals named by the controller and processor to act as a 

channel of communication between the controller, the subjects of such data and the 
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ANPD (Article 5, VIII, LGPD). It should also be extensive to other interested stake-

holders including civil society organisations, researchers, auditors, representatives of 

affected groups, and many others. Each of these actors may play a different role in the 

oversight of data controllers regarding their compliance with transparency rules.  

With that in mind, it is now our role to assess the suitability of the theory that the 

ANPD has signalled as the most suitable for its goals, the responsive regulation, to 

achieving an effective regulation of ML systems’ transparency. 

The responsive regulation theory came to light with the purpose of transcending the 

stalemate between those who advocate for more regulation and those who favour 

deregulation. By arguing that good regulatory policy is about “understanding private 

regulation — by industry associations, by firms, by peers, and by individual con-

sciences — and how it is interdependent with state regulation”, Ayres and Braithwaite 

proposed that, in most cases, the mix between public and private regulation opened up 

effective possibilities for addressing socio-economic issues arising in different mar-

kets (AYRES & BRAITHWAITE, 1992, p. 3). 

The authors do not propose a clearly defined program or an ideal roadmap for regula-

tors to apply. Instead, they highlight that “the best strategy is shown to depend on con-

text, regulatory culture, and history. Responsiveness is rather an attitude that enables 

the blossoming of a wide variety of regulatory approaches” (AYRES & BRAITH-

WAITE, 1992, p. 5). 

The theory aims thus to overcome the simplistic regulate-deregulate debate by claim-

ing that, for a regulation to be effective, it should create rules that incentivise a regu-

lated entity to voluntarily follow them, through strategies that range from granting 

awards and quality seals to unbearably harsh punishments (AYRES & BRAITH-

WAITE, 1992). All this should be made in an environment of constant dialogue be-

tween regulator and regulated, in a way that reduces information asymmetries be-

tween these actors and help better align the interests of regulated actors and society 

(ARANHA, 2019) by shaping the behaviours of actors in the regulatory game 

(AYRES & BRAITHWAITE, 1992, p. 44). 
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As Aranha (2019, p. 100) puts it, the responsive regulation theory has considerably 

evolved since the 1980s. Much work has been done, including by other theorists over 

the first works by Ian Ayres and John Braithwaite, who traced the grounds for the the-

ory. Braithwaite (2010) himself says that the theory is a “collective creation”. We will 

make reference to this further research as important complements to the authors’ first 

works, especially considering that the context to which the theory was designed, re-

flecting peculiarities mostly of Anglo-Saxon countries, is quite different compared to 

the Brazilian particularities. Nevertheless, the theories main premises persist and are 

of great value for our analysis. 

5.1.1. To regulate or to deregulate // to punish or to persuade: these ain’t the ques-

tions 

One of the main theoretical assumptions of responsive regulation is the inability of 

law and procedure to simultaneously cope, only by themselves, with all of the goals 

they aim to achieve. Regulators are, according to Braithwaite (1984, p. 376), in a 

much stronger position when they have at their disposal the power not only to impose 

sanctions such as fines when a regulated entity is not in full compliance with the law. 

Instead, they are much stronger when they have at their disposal a menu of actions 

that range from bargaining power towards persuasion instead of punishment 

(BRAITHWAITE, 1985), the ability to make structural reforms and even to give 

prizes and awards to regulated agents when they have an exemplary conduct 

(KOLIEB, 2015). 

In this sense, cooperation between regulators and regulated agents is fundamental to 

promote compliance through effective negotiation between businesses and state agen-

cies. This dialogue leads to a better understanding of the market and also of greater 

trust between these actors, which enhances their capacity to cooperate. 

Responsive regulation is, hence, mainly about finding the right balance between pu-

nishment and persuasion in order to make regulation effective. Under this rational, its 

theorists argue that, when regulators adopt strategies based strictly on punishment, 

their actions undermine the good will of actors when they are motivated by a sense of 
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responsibility. On the other hand, however, when the strategy is based totally on per-

suasion and self-regulation, state action will probably be exploited when actors are 

motivated exclusively by economic rationality (BRAITHWAITE, 1985).  

5.1.2. Tit-for-tat 

Understanding that regulated entities have different motivations for complying with 

the law is crucial, and lead to the notion that corporate actors are “bundles of contra-

dictory commitments to values about economic rationality, law abidingness and busi-

ness responsibility” (AYRES & BRAITHWAITE, 1992, p. 19).  

For that reason, each market and business will require that the state regulator take dif-

ferent approaches to guarantee compliance, as their motivations differ from one to the 

other. Some regulated agents will naturally be more willing to comply with the law, 

and thus persuasive approaches through negotiation might be more suitable for them 

than the imposition of harsh sanctions irrespective of their historic as well-intentioned 

actors for an occasional legal violation. For others that find law as a mere obstacle for 

economic gain and are constantly trying to evade it, perhaps persuasion will not be 

effective, and thus require harsher punishments.  

In this sense, the authors support the adoption of a tit-for-tat (TFT) strategy, which 

consists of a mixture between punishment and persuasion that is both provokable and 

forgiving, and that they find more likely to be effective that choosing strictly one of 

another for any regulatory action (AYRES & BRAITHWAITE, 1992, p. 5). They aim 

to propose an alternative to regulatory strategies based strictly on command and con-

trol, here understood as the design of rules with concrete and preferably exhaustive 

commands for entities to avoid certain behaviour or to act in a certain way under the 

threat of a sanction in case of non-compliance (BALDWIN, CAVE, 2021, p. 30), a 

form of micromanagement of private activity. Instead, the responsive regulation is 

based on the creation of internal incentives through the alignment of interests of soci-

ety and regulated entities through the state, regulatory authority (ARANHA, 2019, pp. 

84-5). 
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According to the authors, it is thus necessary to overcome the apparent incompatibili-

ty between the ideas of those who think that regulated entities will comply with the 

law only when confronted with tough sanctions, and thus strictly based on the fear of 

being punished, and those who believe that gentle persuasion is enough to guarantee 

compliance (AYRES & BRAITHWAITE, 1992, p. 20).  

Based on empirical work conducted interviewing executives, employees and govern-

ment agents during the 1980s and early 1990s, mostly in the US and Australia, the 

authors argue that corporate actors are not only concerned with maximising profits or 

reputation, but they are also concerned with doing what is right, abiding to law and 

sustaining a self-concept of social responsibility (AYRES & BRAITHWAITE, 1992, 

p. 22). Other elements identified by the authors as motivations for corporations to 

comply with the law were  

(…) intangible consequences of adverse publicity for corporate prestige and employ-
ee morale, the harrowing experiences of senior executives in dealing with protracted 
cross-examination, and the dislocation of top management from their normal duties 
while they defended the corporation against public attack (BRAITHWAITE, 1985, p. 
90). 

Due to these various kinds of motivations held by executives, Ayres and Braithwaite 

conclude that a regulatory strategy that takes only punishment into consideration, and 

thus consider the figure of the regulator as merely a sort of avenger who dialogues 

with regulated entities only to impose sanctions, will fail to ensure compliance.  

Instead, regulators should always try to be attentive to different businesses’ and mar-

kets’ characteristics, so as to identify their motivations and thus better define when 

and how to take action, and how to design norms and strategies that are most suitable 

to their different realities. For actors motivated strictly by an economic rationality, 

whereby a constant calculus of the pros and cons of not complying is present, punish-

ing strategies will probably be more suitable. For actors motivated by a sense of re-

sponsibility, regulators should tend towards persuasion (AYRES & BRAITHWAITE, 

1992, p. 19), which means finding ways to promote compliance by advice, education 

and entreaty (BRAITHWAITE, 1985, p. x), or, in general terms, through means other 

than imposing sanctions. 
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In this sense, regulatory objectives are, according to the authors, more easily achieved 

“when agencies display both a hierarchy of sanctions and a hierarchy of regulatory 

strategies of varying degrees of interventionism” (AYRES & BRAITHWAITE, 1992, 

p. 6). State intervention on businesses escalates and de-escalate in accordance to the 

level of compliance of the regulated entities. In this context, the heavier are the sanc-

tions that regulators have at their disposal, that can even go beyond fines to allow 

them for a complete restructuring of the board of a regulated entity or to withdraw its 

licences to operate, more expressive is its capacity to ensure enforcement through per-

suasion. Or, in the words of the authors, “[p]aradoxically, the bigger and the more var-

ious are the sticks, the greater the success regulators will achieve by speaking 

softly” (AYRES & BRAITHWAITE, 1992, p. 19).  

Excessive punitive measures may lead to legal resistance by regulated entities (ARA-

NHA, 2019, p. 107) that can be expressed by an excess of judicialisation, a conse-

quential lack of the payment of fines by offenders and thus less enforcement. This is 

what happened in Brazil, where a study of the Union’s Court of Auditors concluded 

that, between 2011 and 2014, only 6.03% of the fines applied were actually paid 

(TRIBUNAL DE CONTAS DA UNIÃO, 2017; ARANHA, 2019, p. 57). It is impor-

tant to notice, moreover, that this shows also the deficiency of strategies limited to 

deterrent sanctions such as fines. To deal with irrational actors, Ayres and Braithwaite 

(1992, p. 30) argue, incapacitive sanctions are needed, such as license or charter revo-

cations that have the power to pull a company out of a market. 

This leads us to the notion that the kind of regulatory strategies to be adopted by regu-

lators that aim to follow the responsive regulation theory is — similarly to ML trans-

parency — context-dependent. This means that the characteristics of the regulated 

agent, its economic and political power, the peculiarities of the technology, the market 

in which it is being applied, the consumers using it, of affected individuals, among 

others, have all the ability to influence the strategies adopted by the regulator. 

That is why flexibility is crucial for the theory to be put into practice, as well as a 

thorough understanding of the market in question. After all, it is in the moments of 

interaction and of reciprocal influence between state and private regulation where the 
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authors of the theory consider lying the best opportunities to build the most suitable 

regulatory framework for each market and for each agent that would be an alternative 

to the regulate-deregulate debate (ARANHA, 2019, p. 103).  

This includes even Braithwaite’s (1985, p. 122) argument that self-regulation is not 

necessarily a softer option than public enforcement. Ideally, when a regulated entity 

has an effective and empowered compliance sector, it usually displays of more inves-

tigative and punitive capabilities, as well as the necessary information to prove of-

fenders guilty, than an external party such as the government. As this most of the 

times is not the case, the author provides for a series of other regulatory strategies, as 

we will see further in this Chapter. 

In any case, recent cases involving big corporations making use of ML systems show 

that such an idea of Braithwaite needs really to be thought about with a great degree 

of reflexion, especially when thinking of big digital corporations.  

An example is the recent Facebook’s whistleblower case, in which Frances Hughes 

leaked documents showing that the company knew its platforms had flaws that inten-

sified the spread of disinformation and hate speech and did nothing about it even after 

its own employees raised red flags about the issue (WALL STREET JOURNAL, 

2021). Another is Uber’s recent leaks, that showed how the company’s strategy to 

gain political and social support involved lobbying politicians through questionable 

means, breaking the law and even defending internally that violent protests should not 

be avoided because “violent guarantees success” (DAVIES et al., 2022).  

These exemplary cases of regulatory entities’ bad faith, however, do not necessarily 

debunk responsive regulation. The theory highlights the potential of self-regulation 

and other less intrusive regulatory mechanisms only in cases where regulators identify 

that regulated entities are virtuous (ARANHA, 2019). When their actions show oth-

erwise and dialogue seems useless, “big sticks”, as Ayres and Braithwaite (1992) call 

the strongest sanctions, should fall over their heads. 

In order to see how this should be applied in practice in a regulatory enforcement 

framework, we now turn to an analysis to the theory’s regulatory pyramids. 

111



5.1.3. Pyramids (“êee faraó” ) 11

In understanding persuasion and punishment as interdependent and complementary in 

the design of regulatory strategies, the responsive regulation theory combines regula-

tory incentives and intrusive measures as means for the concretisation of regulatory 

objectives. As such, reflecting what was said above regarding the importance of an 

effective and powerful hierarchy of actions and sanctions for enforcement, another 

crucial aspect of the responsive regulation theory is the potential for escalation of reg-

ulatory intervention methods.  

The application of this tactics takes place in the form of the so-called enforcement 

pyramids, which allow for regulators to escalate towards more intrusive constraints as 

offenders break more rules or act viciously. However, just as importantly, they also 

provide for the gradual de-escalation of constraints when regulated entities improve 

their compliance culture through time (AYRES, BRAITHWAITE, 1992, p. 35; 

ARANHA, 2019, p. 113). 

The more compliant a corporate actor is, lower will be the degree of state intervention 

on its activities, thus inhabiting the lower levels of the pyramids. Nevertheless, in cas-

es in which an entity starts to violate legal rules, the regulator will be legitimised to 

take action, imposing stronger sanctions and escalating the level of intervention, mov-

ing upward the pyramid as the offender moves towards a less compliant posture 

(AYRES, BRAITHWAITE, 1992, p. 6).  

These pyramids should contemplate a hierarchy of sanctions and of regulatory strate-

gies with varying degrees of interventionism. At the bottom of the pyramid lie the 

ones with a less degree of state intervention, while on the top should dwell the most 

threatening punishments, to be triggered far less often.  

 GOMES, 2006.11
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It is important to note that the pyramids should preferably not contain only formal 

penalties, but also general ways of embarassing the regulated entities, such as an in-

crease in frequency of inspections or the inclusion of oversight by citizens bodies 

(ARANHA, 2019, pp. 113-15). 

Braithwaite (2006, p. 886) argues that it is an important presumption that the regulator 

should always try to start at the base of the pyramid with an offender, and then only 

escalate to more punitive actions when dialogue and modest forms of sanctions fail. 

That would apply, according to the author, even with the most serious matters, such as 

infringements of legal obligations by nuclear power plants operators, even if they are 

posing at risk thousands of lives. Nevertheless, the theory is sufficiently flexible to 

make any regulatory strategy possible, even by starting with the strongest sanctions if 

necessary (AYRES, BRAITHWAITE, 1992, p. 30). Such a formulation is interesting-

ly made by Baldwin and Cave (2021), as we will discuss later. 

For the theorists, the greater the level of enforcement to which regulators can escalate 

in the pyramid, the greater will be the willingness of regulatees to comply. In other 

words, “[r]egulatory agencies will be able to speak more softly when they are per-

ceived as carrying big sticks'' (AYRES, BRAITHWAITE, 1992, p. 6).  

This approach is the essence of the aforementioned tit-for-tat strategy, whereby “the 

regulator refrains from a deterrent response as long as the firm is cooperating; but 

when the firm yields to the temptation to exploit the cooperative posture of the regula-

tor and cheats on compliance, then the regulator shifts from a cooperative to a deter-

rent response” (AYRES, BRAITHWAITE, 1992, p. 21). Nevertheless, it is fundamen-

tal to understand that, as businesses’ and markets’ motivations and dynamics vary to 

one another, different levels of enforcement and strategies will have to be designed by 

the regulator, almost in a tailored manner for each corporate actor. 

Two examples of regulatory pyramids presented by Ayres and Braithwaite are of par-

ticular importance for us. The first is the enforcement pyramid and the other a pyra-

mid of regulatory strategies. We will start by analysing the enforcement pyramid. 
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Figure 1: Example of enforcement pyramid  

(AYRES, BRAITHWAITE, 1992, p. 35) 

The enforcement pyramid provides for a range of different actions to be taken by the 

regulator according to the compliance of a regulated entity with the law. Ideally, most 

regulatory work should take place at the base of the pyramid, where regulators would 

be dedicated to make compliance possible only through persuasive methods such as 

dialogue and educative measures. In case persuasion fails to ensure compliance, the 

next step would be to send warning letters, then civil penalties such as fines. In case 

none of that succeeds in making an entity comply, the regulator would be in a position 

to apply criminal penalties, suspend licenses and, as a last resort, revoke the license of 

an entity to conduct a certain activity (AYRES, BRAITHWAITE, 1992, p. 36). 

Having a broad range of applicable sanctions, including light and very harsh ones, is 

crucial for a strategy based on responsive regulation to be successful. They should not 

be limited to the ones expressed in the example proposed by the authors, but can also 

consist of measures for restructuring boards of executives, for instance (BRAITH-

WAITE, 1985). The pyramid intends to provide regulators with a strong bargaining 

power against regulated agents, since there will always be the risk for the latter to be 

subject to serious penalties in case of non-compliance. 

The second pyramid proposed encompasses regulatory strategies, a term that reflects 

the integration of different regulatory instruments with the aim of influencing social 
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behaviour. Instruments (also called techniques), on their turn, are the means deployed 

by the state to influence such behaviour and thus achieve the goals underlined by pub-

lic policies (ARANHA, 2019, p. 68). These instruments can be, for instance, legal 

commands; wealth deployment, such as contracts and subsidies and the disclosure of 

information, all of them for the purposes of influencing behaviour (BALDWIN, 

CAVE, LODGE, 2012, p. 106). 

Within the strategies pyramid, the authors, as we mentioned above, consider that, 

whenever possible, self-regulation can be a good option for ensuring compliance due 

to the capacities of industry to understand its own mechanisms. Once an agent is not 

compliant under a self-regulatory framework, the regulator would thus gradually esca-

late in the pyramid. If the last level is reached, towards what Ayres and Braithwaite 

(1992, p. 38-9) call “burning of bridges”, i.e., the regulators would be able to adopt a 

strategy based on command regulation with nondiscretionarity.  

 

Figure 2 - Example of a pyramid of enforcement strategies 

(AYRES, BRAITHWAITE, 1992, p. 39) 

Once again, the authors affirm that this pyramid is just an example, and that any 

framework of enforcement strategies should be designed by a regulator taking into 

consideration the context in which it is acting to enforce legal obligations (AYRES, 

BRAITHWAITE, 1992, p. 38). Moreover, they argue that an important step, aligned 

with the idea that self regulation can be very effective in ensuring compliance, is to 

recognise the important role that industry associations have in advising individual 
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firms to cooperate. Involving these associations in the oversight of the market is thus 

a valid tool to be included in a regulatory strategy (AYRES, BRAITHWAITE, 1992, 

p. 39). 

5.1.4. Responsive Regulation and the Global South: thinking beyond centralisation 

In his article “Responsive Regulation and Developing Economies”, John Braithwaite 

(2006) acknowledges that there are particular characteristics in countries from the 

Global South to apply responsive regulation, an approach designed in and mostly for 

the Global North (AYRES, BRAITHWAITE, 1992). He thus draws attention to what 

he refers as a smaller regulatory capacity in the Global South and to a supposedly mi-

nor oversight by NGOs and social movements to mobilise as potential inhibitors of 

regulatory success (BRAITHWAITE, 2006, p. 885).  

One may question whether his assumptions are based on empirical work since he 

frames this particular work on the basis of critiques made by authors from the Global 

North, as Braithwaite (2006, p. 884) himself argues. In any case, some of the aspects 

he brings are of interest for this work, as the differences highlighted by the author be-

tween these, let’s say, two different regions of the world are worthy of consideration 

and result from extremely particular issues that range from cultural features to budget, 

legal traditions and so on. 

To illustrate this, when the author affirms that “[d]eveloping countries mostly have 

less oversight by [Non-Governmental Organisations -] NGOs and social movements 

to mobilize” (BRAITHWAITE, 2006, p. 885), he does not make reference to any par-

ticular empirical study. Nevertheless, the divide between NGOs in the Global North 

and the Global South can be identified, at least indirectly, when we assess the differ-

ences in terms of both funding and representation in institutional fora, where Global 

North NGOs are much more represented especially due to their larger budget than 

their counterparts from the Global South (SÉNIT, BIERMANN, 2021; GEREKE, 

BRÜHL 2019). Although such a figure does not directly reflect NGOs’ capacity to 

mobilise at a national level, it may be an influencing factor to understand the ability 

116



of NGOs to push forward their agendas, as issues such as the quantity and expertise of 

employments are highly influenced by budget. 

A brief note is worth making, nevertheless, with regard to civil society engagement in 

Brazil concerning data protection and other digital technologies and internet gover-

nance issues. Most non-for-profit organisations and think tanks working with these 

topics in Brazil are now part of a coalition of more than 50 members, the Coalizão 

Direitos na Rede (Rights in the Network Coalition - CDR) , where activists and re12 -

searchers have a room to debate and articulate for public action within the scope of 

their activities. 

Another difference highlighted by Braithwaite (2006) between Global North and 

South governments with regard to regulatory strength relates to their enforcement ca-

pacities. Alone in the field of data protection authorities, a good example of the diffe-

rent capacities between regulators in different jurisdictions is the fact that the Brazili-

an authority, ANPD, has currently 71 staff members , while the German authority, 13

the Bundesbeauftragte für Datenschutz und Informationsfreiheit - BfDI, had 270 em-

ployees as of 7 January 2019 (BfDI, 2019), even though it is competent for supervi-

sing only Federal public bodies and commercial providers of telecommunication ser-

vices (GERMANY, 2017). ANPD, on its turn, is responsible for the oversight of every 

data controller or processor in Brazil falling under the scope of the LGPD. 

Moving forward, an important aspect of Braithwaite’s (2006) article is his description 

of the evolution of responsive regulation, which led in his view to a system of ac-

countability that is much more deliberative, circular and democratic, in which the 

state no longer holds a position of ultimate guardian of regulatory rules.  

Instead, there would be multiple regulatory guardians, including NGOs, audit offices, 

ombudsmen, courts, public service commissions, self-regulatory organisations, among 

others, responsible for the oversight of legal rules and that would hold not only regu-

 https://direitosnarede.org.br/ 12

 Information obtained from a staff member at the ANPD during interview.13
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lated entities, but also everyone else in this circle accountable for their actions, be it a 

state or non-state actor. (BRAITHWAITE, 2006) 

This is what Braithwaite (2006, p. 886) would call “nodes of networked governance”, 

and each node would have a role not only in ensuring compliance but also to check 

abuse of power by other nodes and also whether they are sufficiently autonomous or 

not to exercise their respective roles.  

Braithwaite thus draws attention for the central importance of NGOs in the regulatory 

oversight, and that they would also assume a rise if directly regulating businesses 

through, for instance, “naming and shaming, restorative justice, consumer boycotts, 

strikes, and litigation” (BRAITHWAITE, 2006, p. 888). In this sense, one alternative 

for regulators with less capacities is that they, instead of escalating in terms of state 

intervention, escalate in terms of state networking with non-state regulators, by grad-

ually including more non-state parties in the oversight of a market or entity 

(BRAITHWAITE, 2006, p. 890) as expressed in the following pyramid: 

 

Figure 3 - Example of a pyramid for networked governance 

(BRAITHWAITE, 2006, p. 890) 

The pyramid expresses how enforcement can range, when regarding the involvement 

of other actors beyond the regulator to conduct oversight, from the inclusion of more 
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actors in inspecting the work of regulated entities, from strategies involving self-regu-

lation until networked regulation with many oversight players. 

5.1.5. A Collective Creation 

As we mentioned above, in the years that followed the publishing of Ayres and 

Braithwaite’s seminal book from 1992, other features were added to the development 

of the theory.  

Among them, we could highlight (i) the regulatory diamond proposed by Kolieb for 

including in the theory’s rationale mechanisms to reward regulated agents for adopt-

ing measures that go beyond the mere compliance with law (KOLIEB, 2015); and (ii) 

the idea of networked governance, which relates to the creation of a “regulatory soci-

ety” where NGOs, audit bodies and local social pressure would play a key role in reg-

ulatory efforts, especially in developing countries (BRAITHWAITE, 2006). Such a 

participatory framework allows for diverse groups of interest to take part and provide 

inputs in the regulatory dynamics, ensuring that regulators and regulated actors ad-

dress more properly the needs of different social groups.  

One theory that has similar features as ones of the responsive theory and that has in-

teresting lessons for us to in the field of regulatory enforcement is the positive regula-

tion theory, described by Baldwin and Cave (2021). We will address its main ideas in 

the next section as a way to widen our understanding of possible regulatory strategies 

that can be used in the enforcement of the LGPD. 

5.2. Contributions to Regulatory Enforcement from the Positive Regulation The-

ory 

The positive regulation theory aims to provide a framework that is at the same time 

pro-business and pro-society. It has also a strong focus on the idea that the optimal 

regulatory scenario is the one in which regulation is effective in harnessing the self-

regulatory capacities. This is seen by the authors as the most cost-efficient way of 
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regulating, as it allows the state to transfer regulatory costs to the industry by steering 

corporate power in productive and useful directions (BALDWIN, CAVE, 2021).  

As such, it differentiates itself from responsive regulation as the latter is not necessari-

ly aimed at fostering businesses activity, but instead to make regulation the most ef-

fective possible in achieving its goals. This goal is more aligned with the general 

framework of data protection regimes, that aim to protect a fundamental right. In any 

case, positive regulation has important contributions that we should take into account. 

Quite similarly to Ayres and Braithwaite (1992), Baldwin and Cave (2021, p. 69) af-

firm that the success of this strategy depend on a myriad of factors such as the organi-

sational culture of the agents in the industry involved, the complexity of risks the 

market poses, the rate of change in the sector, among others. As such, they argue that, 

in most regulatory contexts, regulatory strategies and intervention styles will have to 

be mixed in order to adapt to the specificities of each activity and agent (BALDWIN, 

CAVE, 2021, p. 68). 

Under positive regulation, enforcement is based on five steps that consolidate what 

the authors call the “DREAM framework”. The first is detection, which consists of 

“the gaining of information on non-compliant and undesirable behaviour”. The sec-

ond is response development, related to “the developing of policies, rules, and tools to 

deal with the problems discovered”. The third is enforcement, which is the “applica-

tion of policies, rules, and tools on the ground”, followed by assessment, “the measur-

ing of success or failure in response development and enforcement activities”. The 

last step is modification, which is the adjustment of “strategies and tools in order to 

improve compliance and address problematic behaviour”, which allows for a frequent 

self-analysis by the regulator to understand to what extent the actions taken are being 

effective to achieve its goals (BALDWIN, CAVE, 2021, p. 70). 

Similarly to what happens in responsive regulation, positive regulation considers that 

there are strengths and weaknesses in what they call compliance and deterrence 

strategies (BALDWIN, CAVE, 2021, p. 84). Compliance strategies are similar to 

what Braithwaite (1985) calls persuasion, and consists mostly of negotiations and ed-
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ucative actions. Deterrence, on the other hand, englobes the ideas which Braithwaite 

(1985) include under the punishment umbrella. 

At this point, Baldwin and Cave (2021, p. 89) present a critical analysis of the idea of 

the pyramids and of its gradual escalation. The first difficulty they pose relates to the 

fact that, where risks of catastrophic outcomes are in place, or when such outcomes 

have already occurred, it might not be wise to enforce law by escalating step by step 

the layers of the pyramid. Instead, immediate action at an upper layer such as, for in-

stance, forcing the agent to stop its activity, might be necessary. 

That would be the case, for instance, of a well-resourced credit bureau company — 

and very capable of hiring good compliance experts — which, after the approval of 

the LGPD, sold datasets with information about indebted people to marketing agen-

cies without their knowledge. As this would probably be a violation of the law’s prin-

ciples of purpose limitation, necessity, adequacy and transparency, to say the least, it 

would be hard for the Authority to explain that education activities would be justifi-

able. 

For the authors, an additional hindrance in escalating the pyramid is that it may sim-

ply not happen due to resource constraints that may impede it, the fear of political 

consequences and the lack of information about potential improvements in the regu-

lated agent compliance (BALDWIN, CAVE, 2021, p. 90). 

Additionally, moving down the pyramid to decrease the punitiveness of the approach 

may also not work every time. There are cases in which the application of punitive 

sanctions may affect trust or good will between regulators and regulated agent. With-

out a good relationship, acting persuasively would fall outside the scope of responsive 

regulation (BALDWIN, CAVE, 2021, p. 90). 

Other challenges for the escalation of the pyramid rise in markets where regulators 

with different strategies, mindsets and missions can have a say in the enforcement of 

law (BALDWIN, CAVE, 2021, p. 90). Data protection is full of such examples, in-

cluding when considering the adoption of machine learning, as data controllers can be 

under the authority of many agencies at the same time. Hospitals, for instance, may 

have to comply with data protection rules enforced by ANPD and with health-related 
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rules enforced by the Agência Nacional de Saúde Suplementar (National Agency for 

Supplementary Health - ANS). As each of these agencies have different strategies, 

being able to make them work side by side in the enforcement of the layers of the 

pyramid might not be as straightforward as it might seem at first sight.  

5.2.1. The roles of risk, capacity and good intentions 

In this sense, in order to present their own proposal for regulatory enforcement, 

Baldwin and Cave (2021) make use of a combination between responsive regulation 

and risk-based approaches. Having traced some limitations of the former theory, they 

also affirm that the latter, despite having expressive strengths, should not have its 

weaknesses disregarded. 

Risk-based frameworks are noteworthy for allowing regulators to determine priorities 

to tackle the activities that are supposedly most problematic for society (BALDWIN, 

CAVE, 2021, pp. 76-7).  

Nevertheless, as the process of determining risk degrees is far from neutral and in-

volve a complex set of choices, biases and evaluations, frequently the defined risks 

are not future-proof or able to answer properly to reality. Instead, such definition of 

risks depend on factors such as how regulators or legislators are being informed and 

how political and industry pressure, as well as public opinion, are shaping their view 

(BALDWIN, CAVE, 2021, pp. 77-79). 

Further, the process of prioritising risks make clear what should prioritised — but also 

what should be ignored. In this sense, risks that are not identified at first hand by the 

regulator will fall out of its radar, giving rise to potential burdens which may be left 

unaccountable, as, in theory, the damage creator was not in an obligation to cope with 

the same rules as actors under a higher risk category.  

As such, a risk-based regime has the potential of attaching the regulator to a certain 

basket of risks that might become easily out-dated (BALDWIN, CAVE, 2021, p. 80) 

and that “gives no indication of the extent to which undesirable risk creation is escap-

ing the regulatory net” (BALDWIN, CAVE, 2021, p. 81). In this sense, definitions of 
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risk should be regarded more as a “way to construct the regulatory agenda rather than 

a mechanical solution to the familiar challenges of regulation” (BALDWIN, CAVE, 

2021, p. 81), and thus be, although not the basis for the regulation, a complementary 

part of it, to be determined in a flexible way through time.  

That said, Baldwin and Cave (2021) propose a method for determining regulatory 

strategies that they call Good Regulatory Intervention Design - GRID. Within its 

framework, a regulator should take into consideration, when determining the degree 

of intervention in a regulated entity, three main elements.  

The first regards the costs involved in the enforcement of different enforcement tools, 

that should be graded as low, medium or high cost. Although affirming that costs may 

vary according to context, an example of low cost tool would be a determination to 

regulated entities to self-monitor and self-certify. The LGPD provides for such a pos-

sibility as a means for a data controller to be able, for instance, to transfer data outside 

the Brazilian borders (Article 33, II, d, LGPD); or the adoption of good practices be-

ing an element for potential penalty reductions (Article 52, §1, IX, LGPD).  

An example of medium cost tool would be, on its turn, conducting random monitoring 

of regulated entities or audits of control systems. Under the LGPD, the ANPD would 

be allowed to conduct auditing in ML systems according to Article 20, §2, which we 

have debated in the last Chapter, about the explainability of automated decision-mak-

ing systems.  

On its turn, an example of high cost tool is the conduction of inspections on site. This 

might also be allowed under the LGPD under the same Article 20, §2, or under Article 

55-J, XVI, which allows the Authority to audit data controllers and processors under 

the scope of an investigation (BALDWIN, CAVE, 2021, p. 97). 

The second factor for influencing a regulatory strategy brought by the authors is the 

type of regulated entity, according to their intentions and capacity to comply. They 

classify firms as (BALDWIN, CAVE, 2021, p. 98):  

1. Well-intentioned and with high capacity to comply; 

2. Well-intentioned and with low capacity to comply; 

123



3. Ill-intentioned and with high capacity to comply; 

4. Ill-intentioned and with low capacity to comply. 

For the authors, intervention would be stronger as they progress down this list. This 

means that the more ill-intentioned, and lower the capacity to comply, the more intru-

sive and heavy would be the interventions. Regulators should, similarly to what hap-

pens in responsive regulation, be attentive to changes in the natures of regulated enti-

ties and act accordingly by strengthening or weakening the interventions (BALDWIN, 

CAVE, 2021, p. 98). 

Finally, the last factor is the type of risk. The higher the risk, higher should be the in-

tervention. Regulators should, however, always have in mind, as we said some para-

graphs above, that risks may change over time and thus flexibility and responsiveness 

is crucial to address this. The authors thus propose five levels of risk (BALDWIN, 

CAVE, 2021, p. 99): 

Table 3 - Risk levels under the GRID  

(BALDWIN, CAVE, 2021, p. 99) 

Low risks, stable Inherent low risks or net low risks, the levels of which are not likely 
to change in the periods between regulators’ risk reviews. 

Low risks, unsta-
ble 

Inherent low risks or net low risks the levels of which may change in 
the periods between regulators’ risk reviews. 

Medium risks, 
stable 

Inherent medium risks or net medium risks the levels of which are 
not likely to change in the periods between regulators’ risk reviews. 

Medium risks, 
unstable 

Inherent medium risks or net medium risks the levels of which may 
change in the periods between regulators’ risk reviews. 

High risks High risks that are likely to remain so. 

124



Within the table, “inherent” risk is used when the risk of an activity or product cannot 

be reduced through good risk management, while “net” risk is one that can be reduced 

through good governance.  

The criteria of stability/instability, on the other hand, refers to whether the risks are 

likely or not to change over time. As the authors put it, shifts in the nature of an activ-

ity, such as when, for instance, chemical materials are changed in a mining activity, 

can lead to changes to inherent risks. Net risks, differently, may change when there 

are modifications in the quality of the risk management system used by a regulated 

entity (BALDWIN, CAVE, 2021, p. 99). 

I would add that changes in risk can also happen when the perception about a specific 

activity or product among society changes. It is the case, when regarding machine 

learning, of its use within social media applications. Through time, with the spread of 

disinformation and hate speech in platforms like Twitter, Instagram and TikTok 

through the use of algorithms and the effects these had in democratic processes 

around the world led to a new perception of the impact of these machine learning sys-

tems and the environment, context in which they were built (Big Tech companies). 

Society perception  about social media changed in the meantime, from naïve tools for 

making friends to potential shapers of democratic debate (HOWARD, 2020). 

5.2.2. The GRID 

With that being said, Baldwin and Cave (2021) present a figure with a gradient that 

represents how regulatory intrusiveness and costs may increase according to the type 

of regulated entity and its ratio based on intention/compliance capacity, and the type 

of risk, whether high or low, stable or unstable. The arrows represent the increase in 

intrusiveness: 
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Figure 4 - The GRID (Good Regulatory Intervention Design), as proposed by Bald-

win and Cave (2021, p. 100) 

The GRID proposed by Baldwin and Cave (2021) does not need to be seen as exclu-

sionary of the pyramid framework proposed under the scope of responsive regulation. 

Instead, it makes more tangible the assessment of regulated entities when designing 

regulatory strategies suitable for them by making more concrete the factors to be as-

sessed in this process.  

At the same time, the GRID leaves the door open not only to include other factors in 

the assessment, but also to not take capacity or risks into consideration when they are 

not reasonable indicators of good or bad will according to the context. 

For instance, in many cases involving the regulation of ML systems, the financial or 

workforce capacity of a small-sized startup might be irrelevant when considering the 

potential impacts that it might have with a data processing activity. With the democra-

tisation in the access to automated data processing technologies and the easy access to 

large amounts of personal information, the activities of small and medium companies 

can present unforeseeable impacts to the right to data protection. In such situations, 

regulators can disregard capacity criteria in order to impose stronger sanctions. 
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As we will show in the next section, the ANPD has a range of different penalties at its 

disposal to enforce the law, including auditing powers that can also be useful if we 

expect to apply the GRID in the field of data protection in Brazil. 

Moreover, although there is no particular provision allowing for the ANPD to apply 

sanctions based on the intention of the regulated entity, the capacity it has to comply 

is directly addressed by the LGPD. In its Article 55-J, XVIII, the law is clear that the 

Authority has the duty to provide for more flexible rules, proceedings and procedural 

time limits for small-sized companies and startups to comply.  

5.3. LGPD, ANPD and Responsive Regulation 

5.3.1. Enforcement 

Some of the provisions that allow us to argue that the LGPD, at least partially, meets 

with the responsive regulation’s pyramids logic lies within its Article 52. It provides 

for a description of different penalties that can be applied by the Authority, that range 

from warnings and fines up to the prohibition of data processing activities. Within this 

framework, the law allows for the possibility of an escalation of sanctions, and thus 

for a pyramidal approach, considering that such sanctions can be applied on a “grad-

ual, individual or cumulative basis” (Article 52, §1). 

Also in its article 52, the LGPD establishes what are the criteria that the Authority 

needs to follow when applying sanctions. They include, among others, the good will 

of the offender and his or her level of cooperation with the investigations (Article 52, 

§1, II and VII); whether the offender is recidivist (Article 52, §1, V); whether the of-

fender can prove the adoption of internal mechanisms and procedures capable of min-

imising the damage during the personal data processing (Article 52, §1, VIII); the 

adoption of good practices (Article 52, IX); and the prompt adoption of mitigative 

measures after the infringement was identified. There is thus legal room for the esca-

lation of regulatory intervention to be dependant on the behaviour of the regulated and 

the results obtained (GARCIA, 2020, p. 55). 
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The LGPD’s lighter penalties would be warnings (Article 51, I); fines of up to two 

percent (2%) of a private legal entity’s, group or conglomerate revenues in Brazil, up 

to a total maximum of fifty million reais (R$ 50,000,000.00) per infraction (Article 

51, II); daily fines subject to the total maximum referred to in previous penalty (Arti-

cle 51, III); and the disclosure and publicisation of the infraction (Article 51, IV). 

It is worth noting that the harshest sanctions in the LGPD, which consist of measures 

for the incapacitation of a service, are not supposed to be applied at first sight. These 

include sanctions for partial suspension of the use of a database related to a given in-

fraction for 6 months (Article 52, X), for suspension of the personal data processing 

activity related to the infraction also for 6 months (Article 52, XI) and the partial or 

total prohibition of activities related to data processing (Article 52, XII). These penal-

ties can only be imposed after other, less harmful penalties had already been imposed 

(Article 52, §6), something representative, by itself, of an escalation.  

Dosimetry rules may provide for legal support in case the ANPD aims to push for-

ward a responsive agenda with regulated entities. They allow for the Authority to take 

into consideration compliance efforts of data controllers and processors when decid-

ing when and how to impose sanctions, with the harsher ones triggered by recidivism. 

Moreover, at least to what relates to the range of sanctions at the Authority’s disposal, 

the freedom of not having to always have a gradual, escalating approach to each sanc-

tion provides ANPD with many possibilities to strengthen compliance with the 

LGPD. That, of course, with the exception of the heaviest penalties described in Arti-

cle 51, X; XI; and XII. 

Further, one should highlight that the principle established by the legislation in its Ar-

ticle 6, X, establishes that the data processing agent should demonstrate, before 

ANPD, “the adoption of effective measures capable of proving the observance and 

compliance with the rules of protection of personal data and, even, of the effective-

ness of these measures”. This notion is closely linked to the theory’s approach for the 

enforced self-regulation strategy, which consists of a demand from the regulator to the 

regulated entity to internalise inspection costs through the creation of a department or 

group of internal compliance in order to monitor compliance with the rules and rec-
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ommend disciplinary actions determined by the regulator against the offenders 

(ARANHA, 2019).  

In October 2021, the ANPD published its first resolution, Resolução CD/ANPD no. 

1/2021 (also referred herein under as the “Resolution”) , establishing rules for en14 -

forcing the LGPD, which provides crucial information on the regulatory strategies to 

be adopted by the ANPD in its enforcement. 

The first aspect worth noting at the Resolution lies in its Article 15, where the Author-

ity describes that its enforcement will be made through monitoring (monitoramento), 

guidance (orientação), prevention (prevenção) and repression (repressão). The pres-

ence of these four different approaches for the enforcement of the LGPD reveal how 

the ANPD expects to push forward its regulatory strategy. 

Monitoring activities are defined as the ones aimed at are gathering relevant informa-

tion and data to support the ANPD's decision making with the purpose of ensuring the 

sound functioning of the regulated environment (Article 15, §1, Resolução CD/ANPD 

no. 1/2021).  

Their objectives are fivefold: to plan and subsidise inspection activities with relevant 

information; to analyse the compliance of the regulated agents; to consider the regula-

tory risk in function of the behaviour of the regulated agents, in order to allocate re-

sources and adopt actions compatible with the risk; to prevent irregular practices and 

foster a culture of personal data protection; and to support the regulated agent in re-

pairing irregular practices and damages or, at least, minimising these damages (Arti-

cle 18, I; II; III; IV and V). 

These provisions show intents for regulatory responsiveness from the ANPD in terms 

of, for instance, an assessment of risk based not only in an abstract understanding of 

the activity, but also in the behaviour of the regulated agent. Moreover, activities such 

as the prevention of irregular practices and fostering of a data protection culture can 

be put into practice through a direct dialogue with data processors and controllers, 

 All of the transcriptions in English for the rules established in the norm are made in free translation 14

by the author.
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even through the issuing of recommendations that make clear that, in case any chance 

of violation of law persists, harsh penalties can be imposed. 

Another approach that might constitute lower layers in a regulatory pyramid is also 

seen under the guidance strategy provided by the Resolution. It is characterised by 

methods and tools aimed at guiding and educating data controllers, processors and 

data subjects (Article 15, §3, Resolução CD/ANPD no. 1/2021). 

Guidance activities will consist of the publishing of good practice guidelines; recom-

mendations for regulated agents to pursue further training (something quite odd); 

elaboration of self-assessment tools to be used by data controllers and processors; cer-

tification and incentivising the adoption of good practices and governance standards; 

among others. 

The guidance approach may thus allow for meaningful dialogues between the ANPD 

and regulated entities in a way that allows both parties to learn from each other and 

for the Authority to guide the agent in optimising compliance. Self-regulatory tools 

are incentivised at this layer, and provide a set of tools suitable to more virtuous ac-

tors. 

The preventive activities maintain this dialogical ideal, on their turn, through actions 

based, preferably, on the dialogue with the regulated agents who have violated the 

LGPD in order to find solutions that bring the agent back into full compliance. They 

also aim to avoid or remedy situations that could entail risk or damage to personal 

data subjects and other processing agents (Article 15, §3, Resolução CD/ANPD no. 

1/2021). 

The Resolution describes four actions under this approach (Article 32, Resolução CD/

ANPD no. 1/2021). The first is the publishing by the ANPD of aggregate sectoral in-

formation and performance data on its website about a market or entity, such as the 

rate of problem resolution capacity and how many owner requests were fulfilled (Ar-

ticle 33, Resolução CD/ANPD no. 1/2021). The second is the issuing of notices by the 

ANPD to the regulated entity warning of potential violations to the law and informa-

tion for the handling agent to identify the necessary steps to be taken in order to guar-

antee compliance (Article 34, Resolução CD/ANPD no. 1/2021). The third action 
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consist of requests for regulated entities to fine-tune their compliance (Article 35, 

Resolução CD/ANPD no. 1/2021). The fourth is the ordering for an agent to provide 

for a conformity plan establishing in detail the actions that the agent will take to re-

verse misconducts (Article 36, Resolução CD/ANPD no. 1/2021). 

These regulatory tools may thus allow for the regulator to ensure compliance and to 

guide the regulated agent to improve its activities in order to prevent further violations 

in a way and promote optimised conformity with the law. 

It is important to notice that there is no detail about which infractions will be dealt 

with through preventive activity, such as whether they are of lesser offensive potential 

or not. At the same time, the Resolution does not state that prevention will necessarily 

be the first strategy to be used by the ANPD when there is a violation. 

On the one hand, this lack of detail can be positive, as it guarantees greater flexibility 

to the regulator, something foreseen in responsive regulation. On the other, negative 

impacts may arise if this freedom translates into arbitrariness in the sense that the reg-

ulator does not provide for sufficiently transparent parameters about how these regu-

latory tools will be applied. This may reflect in leaving both regulated entities and so-

ciety in general in a context of legal uncertainty which may affect the regulatory strat-

egy and compliance. 

Finally, in the repressive framework lies ANPD’s coercion tools, aimed at interrupting 

situations of damage or risk, bringing agents back into full compliance and punishing 

those responsible for such damages by applying the sanctions provided for in Article 

52 of the LGPD by means of a sanctioning administrative process (Article 15, Res-

olução CD/ANPD no. 1/2021). These tools would thus probably dwell in the upper 

layers of the pyramid, even though, at least at the point of writing this dissertation, no 

clear idea of how the ANPD will make use of them, as no sanctions have yet been im-

posed by the Authority. 

Making reference to the visual artefacts we saw previously in this Chapter, not neces-

sarily should the monitoring, guidance and prevention approaches be seen as pertain-

ing to different layers of a regulatory pyramid of a GRID gradient. They may, e.g., be 

part of a same layer with incentives for self-assessment in the basis of a pyramid. Ex-
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amples are the fostering of a data protection culture among the monitoring activities 

under the monitoring approach (Article 18, IV, Resolução CD/ANPD no. 1/2021); the 

preparation and sharing of good practice guides and document models to be used by 

data controllers and processors under the guidance framework in the guidance ap-

proach (Article 29, I, Resolução CD/ANPD no. 1/2021); or the issuing of notices by 

the regulator under the prevention approach (Article 34, Resolução CD/ANPD no. 

1/2021). 

5.3.2. Risk-based approach? 

Both the LGPD and the GDPR are frequently referred to as having introduced a risk-

based approach for enforcing its obligations. This logic is seen by Doneda (2021) as a 

response to the spread of automatic data processing activities that over time led to an 

understanding that processing personal data would be a risk in itself. 

It is worth assessing both laws once again side by side to understand their parallels 

and how scholars from both jurisdictions interpret their provisions to understand to 

what extent the general scope of these laws is indeed influenced by the notion of risk.  

In the LGPD, one of the key provisions about risk and the role of its assessment in the 

enforcement of the legislation is its Article 44, II, which establishes that 

Article 44. Processing of personal data shall be deemed irregular when it 
does not obey the legislation or when it does not provide the security that its 
data subject can expect, considering the relevant circumstances of the pro-
cessing, among which are: 
(…) 
II – the result and the risks that one can reasonably expect of it.  15

Under the GDPR, a similar approach is found under its privacy by design and by de-

fault obligations, which calls data controllers to provide for the necessary safeguards 

 Original wording: “Art. 44. O tratamento de dados pessoais será irregular quando deixar de obser15 -
var a legislação ou quando não fornecer a segurança que o titular dele pode esperar, consideradas as 
circunstâncias relevantes, entre as quais: 

(…) 
 II - o resultado e os riscos que razoavelmente dele se esperam”.
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into the data processing in accordance with, among other variables, the risks involved 

in the operation (Article 25(1), GDPR). 

As Menke and Goulart (2021) point out, risk assessments are an underpinning of in-

formation safety, and are directly linked to the principle of prevention, established by 

the LGPD in its Article 6, VII. As such, they are an inherent part of the compliance 

program of a data controller, since the category of risk of a data processing will de-

termine what are the necessary safety mechanisms that will have to be put into place 

and, in some cases, even determine whether a data processing activity should be con-

ducted at all. 

They argue that, by focusing on risk, data protection regimes allow for the construc-

tion of a space of mutual trust between controllers and the authority, whereby con-

trollers are given a vote of confidence for defining which of the activities they carry 

out amount for a larger risk, thus being obliged to provide for more substantial means 

to protect personal data (MENKE, GOULART, 2021). 

The assessment of risk in the data processing and the security safeguards that are put 

in place by the controller for the enhancing protection, which includes the adoption of 

privacy by design measures, are also of great importance since they are one of the as-

pects to be assessed by authorities in case of data breaches or any other violation to 

data protection rights (MENKE, GOULART, 2021). 

This is provided by Article 48, §3º, LGPD, which establishes that “[w]hen judging the 

severity of the incident, there will be an analysis [by the ANPD] of eventual evidence 

that, within the scope and the technical limits of the services, adequate technical mea-

sures were adopted to render the affected personal data unintelligible to third parties 

who were not authorised to access them.” Similarly, GDPR establishes that, when as-

sessing the imposition of fines for infringements, security and privacy by design mea-

sures shall be taken into consideration by the supervisory authority (Article 83(2)(d), 

GDPR). 

It is thus appropriate to conclude that different degrees of compliance with the legisla-

tion are required depending on the risks involved in the data processing. When con-

cerning automated decision-making systems, we may see transparency measures as 
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one of the measures to be implemented by the controller to enhance protection, espe-

cially when the system is responsible for making high-stakes decisions. As Gonçalves 

posits, “with the advent of big data, it is often not the collection of information in it-

self that is sensitive, but the inherently obscured inferences that are drawn from it and 

the way in which those inferences are drawn” (GONÇALVES, 2019). By creating a 

system which is transparent by design, data controllers and processors have more con-

trol to identify flaws. 

However, Gonçalves (2019, p. 4) stresses that introducing a risk-based approach in 

data protection regimes raises some concerns. She argues that at “the end of the day, 

too much will depend on how the data controllers will interpret and fulfil their res-

ponsibilities under the GDPR”, as the GDPR, and the same applies to the LGPD, de-

legates to controllers the ultimate reasoning on whether a data processing might be 

riskful or not. Although both legislations have specific commands regarding the ela-

boration of data protection impact assessments (DPIAs), which should be undertaken 

where a given processing is likely to pose high risks for the rights and freedoms of 

data subjects, the leverage of such a risk is yet a prerogative left to the controller, who 

is not always the most capable of measuring the impact of its activities. 

As we can see, the LGPD and the GDPR do have provisions drawing attention to pro-

viding different safeguards according to the level of risk of a data processing activity. 

At the same time, however, the risk-based approach is only one aspect of the GDPR 

among others (WP29, 2014), and we should argue the same for the LGPD. After all, 

the rights, risks and legal grounds provided by these laws are applicable for any kind 

of data processing, and not just to those with a high risk. High risk data processing 

activities are supposed to take place with stronger procession measures, but this does 

not mean that lower risk processing is free from compliance. 

For this reason, the LGPD’s risk provisions are closer to the way that Baldwin and 

Cave (2021) proposed in the GRID framework that risk levels shall be seen seen as 

one of the elements composing a regulatory strategy, and not as its only determining 

factor.  
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ANPD’s Resolution provides for more detail by establishing that its enforcement will 

be proportional to the risks of the data processing and the behaviour of the regulated 

agents, which includes the protection measures for compliance (Article 17, IV, Reso-

lution). It also provides for the adoption of a biannual “Map of Priority Themes”, 

which sets ANPD’s agenda for studying and planning purposes (Article 21, Resolu-

tion) based on, among other actions, the risks involved in a data processing (Article 

22, Resolution). 

Higher risk processings can also trigger the need for carrying out Data Protection Im-

pact Assessments (DPIA), which will discuss in a deeper detail later on. Considering 

that the aforementioned Article 20, LGPD, addresses specifically profiling activities 

that might lead to discrimination, it would not be a surprise if the ANPD would re-

quire DPIAs for machine learning systems responsible for high stakes data process-

ings.  

5.3.3. Networked governance 

Following Braithwaite’s contributions on the inclusion of other actors in the regulato-

ry enforcement beyond regulator and regulated entity, we now turn towards under-

standing to what degree can we create such a framework under the Brazilian data pro-

tection regime.  

The LGPD allows for the involvement of non-state actors in enforcement in different 

ways. One of them is through an obligation that the norms drafted by ANPD should 

all be preceded by public consultations for the ANPD to listen, at least in theory, to 

the demands of different interest groups (Article 55-J, §2, LGPD).  

It also provided for the creation of the Conselho Nacional de Proteção de Dados (Na-

tional Data Protection Council - CNPD), a multi-stakeholder board formed by repre-

sentatives of state institutions, civil society, companies, scientific institutions and 

working unions (Article 58-A, LGPD) with a mandate for providing advice for the 

Authority (Article 58-B, LGPD). 
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Nevertheless, it is still quite challenging to put into practice, at least in the Brazilian 

scenario, Braithwaite’s (2006) ideal of giving non-state actors a role of almost a regu-

lator. And that for two main reasons. 

First, despite the participatory framework proposed by the LGPD, that allows other 

actors to influence the adoption of new rules by the ANPD through public consulta-

tions and through the CNPD, it is not yet clear to what degree the proposals of these 

stakeholders will be taken into consideration by the Authority in the drafting of its 

regulations. Considering the yet recent establishment of the ANPD, which is yet in its 

second year, Brazil still needs some more time to comprehend how effective such par-

ticipation will be.  

Another point of concern relates to how effective social participation will be in the 

enforcement of the LGPD, at least at an institutional level, is the fact that it is not al-

ways that the Authority includes civil society organisations in consultation. One ex-

ample was a 2021 consultation about a regulation about data protection impact as-

sessments, where no representative of civil society was allowed by the ANPD to par-

ticipate (COALIZÃO DIREITOS NA REDE, 2021b).  

With regard to the CNPD, the fact that it is presided by a member of the Presidency of 

the Republic — thus part of the government — and that this member has the power to 

unilaterally call, suspend and postpone meetings, may end up influencing the effec-

tiveness of the Council’s work in themes that go against the government’s agenda (Ar-

ticle 3, I, Resolution) (BRASIL, 2022). Moreover, ordinary meetings are to take place 

only three times a year, which may be seen as a low number when comparing to other 

data protection boards worldwide, even with different competences from the CNPD 

(Article 6, Resolution). The European Data Protection Board, for instance, only in the 

first seven months of 2022 had already had ten plenary meetings (EDPB, 2022).  

The Resolution also provides not very elucidative ways for improving other stakehol-

ders’ participation. The only element that might be read as a way for promoting 

networked governance is through the participation of third-party intervenors in admi-

nistrative proceedings pushed forward by the ANPD (Article 49, Resolution), so-

mething which is already a praxis in Brazilian law as a whole. The criteria for third-
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party intervenors admission is the relevance, specificity or social repercussion of the 

theme under analysis in the administrative sanctioning proceeding. 

In this sense, although theoretically possible, it is hard to say what are the practical 

chances that non-state actors, especially civil society, effectively assume a position of 

co-regulators in Brazil, as Braithwaite (2006) seems to suggest.  

In this sense, in order for the ANPD to meet the goals of its agenda in implementing 

responsive regulation, it is crucial that it include these other actors more effectively in 

the development of policies related to data protection to obtain their support in the 

LGPD’s enforcement. This is of particular importance considering the low human and 

financial resources of the Authority, which was initially established without an in-

crease in government expenses (SENADO, 2022b). 

Nevertheless, even without specific support from the Authority, civil society has al-

ready been active in the oversight of the LGPD. An example happened when the Min-

istry of Economy announced a partnership with an association of banks, the ABBC, to 

give it access to a public database with biometric data from millions of Brazilians 

without detailing to which extent it did not violate the LGPD. Members of the Coal-

izão Direitos na Rede thus rang the alarm to the Authority and to the Federal Public 

Ministry to take action, and also used their social media accounts to vocalise the issue 

to society (COALIZÃO DIREITOS NA REDE, 2022).  

Other members from the Coalition are at the forefront of a strategic litigation action 

that was successful in reaching a judicial order determining that the company admin-

istering São Paulo’s subway system to suspend the use of face recognition in subway 

stations (IDEC, 2022). NGO’s actions also include participations in Supreme Court 

cases as amici curiae (LABORATÓRIO DE POLÍTICAS PÚBLICAS E INTERNET 

- LAPIN, 2020; COALIZÃO DIREITOS NA REDE, 2021a), in challenging ANPD 

decisions (COALIZÃO DIREITOS NA REDE, 2021b), among others. 

Moreover, in the field of machine learning, organisations from Brazil and other coun-

tries in South America gathered to demand more transparency regarding technical as-

pects about the use of facial recognition systems by government agencies, such as its 

accuracy rates, and also about administrative issues such as how they are being ac-
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quired by the administration (ACCESS NOW, 2021). The action is an example of 

cross border network, a move beyond national territories to detect data protection vio-

lations. 

Nevertheless, to optimise the enforcement of the LGPD through networked gover-

nance, it is fundamental that the ANPD brings these actors closer in the oversight of 

data controllers and processors in their compliance. This should happen not only by 

allowing more space for dialogue and participation, but also by supporting civil soci-

ety organisations and academic institutions in receiving fund, including from the gov-

ernment. This is a key action especially when taking into consideration the potential 

of external researchers in supporting regulators, as happened in the COMPAS case we 

mentioned above (LARSON, 2016). 

Beyond these, other communication channels should be opened by the regulator not 

only with organisations, but also with victims of data processing, including by ma-

chine learning systems. One way for putting this in practice would be, for instance, 

allowing for citizens who may be affected by face recognition systems, especially 

considering the racial biases we pointed earlier, to provide their views on the risks of 

these tools, and thus influence decision-making on whether they should be or not 

adopted by their local governments. 

A final remark should be made regarding the figure of the encarregado, which finds a 

parallel in the GDPR with the data protection officer (DPO) who is the “person ap-

pointed by the controller to act as a channel of communication between the controller 

and the data subjects and the supervisory authority” (Article 5, VIII, LGPD). The en-

carregado has the role of creating a trusted environment for enhancing cooperation 

under a responsive regulation rationale by monitoring compliance of his/her organisa-

tion to the LGPD and by issuing recommendations, while being the point of contact of 

the data controller or processor with other stakeholders (IRAMINA, 2020, p. 107). In 

a networked governance, thus, encarregados can play a crucial role in representing 

the node of the regulated entity during dialogues with other nodes of the enforcement 

network. 

138



5.4. Machine learning and responsive regulation 

Having presented the main fundamentals of the responsive regulation theory and how 

positive regulation contributes to it, as well as how it can be applied under the scope 

of the LGPD, the question we now aim to respond is how to use the tools they provide 

to push forward for more transparent machine learning systems that process personal 

data. 

The reduction of information asymmetries is a fundamental aim of regulation. It is a 

necessary condition for authorities to obtain more bargaining power to design the 

suitable strategy to regulate an agent. Without knowing enough about how an organi-

sation performs its functions, a regulator is hardly able to understand its business to 

effectively assess compliance levels or determine whether the entity is to be consid-

ered virtuous or not. This includes, depending on the actor, analysing whether it has 

put in place sufficient safety measures to protect consumers and employees, whether 

it is following standards for reducing carbon emissions, among others (AYRES, 

BRAITHWAITE, 1992; BALDWIN, CAVE, LODGE, 2012).  

It is for exactly this reason that a crucial part of regulatory enforcement for the posi-

tive theory, which we assessed earlier, is obtaining information on non-compliant and 

undesirable behaviour. In the field of data protection, ML transparency is a crucial 

feature for reducing information asymmetries involved in personal data processing 

supported by automated decision means. 

In the previous chapters, we saw that the transparency of ML systems is context-de-

pendent. As such, the type, amount and language of the information provided about 

the system and its environment depend on issues like the target-group of the informa-

tion, who is deploying the systems, in what contexts and so on. Making regulation 

flexible is thus of utmost importance. 

5.4.1. ML transparency: the case for flexibility 
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Responsive regulation is regarded as a reaction against views that advocated for regu-

latory strategies based strictly in the dichotomy command and control/self-regulation, 

in which only one of these strategies should be applied by the regulator.  

We have already argued that the pure self-regulatory strategies, even when based on 

ethic principles, are insufficient to tackle the impacts of many of ML systems, includ-

ing when processing personal data. A command and control strategy, on the other 

hand, would also be problematic to effectively regulate these systems if applied by 

regulators as the only strategy. But some thought over it is suitable at this point. 

Command and control is based on the notion that law can be drafted in a way that im-

poses fixed standards with immediacy and at the same time prohibits and penalises 

any activity that does not conform to them (BALDWIN, CAVE, LODGE, 2012). It is 

thus based on the notions that (i) the threat of sanctions are per se enough to promote 

compliance and that (ii) the legal system expresses itself through coercion (ARAN-

HA, 2019).  

Bringing it to our context, a command and control strategy could demand from the 

legislator or regulator to establish the most exhaustive possible rules for addressing 

the transparency of ML systems, and, if these commands are not followed, the Au-

thority would be in a position to punish the offender. However, we saw that ML trans-

parency is context dependant, and its effectivity is affected by a myriad of factors that 

would hardly work if strictly determined. 

For credit bureaus, e.g., probably counterfactual explanations would be an interesting 

tool to deliver justice, as they would allow for an individual to understand what fac-

tors about her life are being more crucial for the denial of credit by disclosing how 

changing specific inputs would allow her to reach a different output.  

Periodic data protection impact assessments (DPIAs) and reports could also be suit-

able to show what are the profiles that are having more credit requests refused or how 

diverse are the staffs taking the decisions related to the ML systems they operate, and 

thus help assess potential discriminatory outputs. 
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Differently, image recognition systems could be evaluated through assessing training 

databases in order to find potential racial or gender-based discriminatory biases. Issu-

ing reports on accuracy rates or on what were the criteria used for categorising images 

in its training dataset, for instance, could also be useful. 

Moreover, in the COMPAS case we mentioned in Chapter 4, an algorithmic system 

used to assess a criminal defendant’s likelihood of becoming a recidivist, what led to a 

conclusion by external researchers that it had racial biases was the access to the data-

base with the scores it had assigned to individuals, and not to the code itself (LAR-

SON et al., 2016). COMPAS and other recidivism systems are another case of system 

that is almost incapable of avoiding automatising racist practices, taking into consid-

eration the fact that they are being used in an environment which is already one of the 

main representations of structural racism, which is the criminal system itself 

(ALMEIDA, 2019). 

The examples above show how different information might be necessary to allow for 

detecting flaws in ML systems. In this sense, making use of command and control 

strategies, that aim at clearly and exhaustively defining parameters, would probably 

be insufficient to provide for qualified transparency. Even if the different techniques 

for transparency provision exemplified above were translated in legal rules, it would 

be hard to define in detail for which systems would each of them apply.  

To say the least, this is due first because the systems might demand a series of exper-

iments to achieve a reasonable level of understandability. After all, if scholarship has 

reached very few consensus on what are the best ways for explaining ML ap-

plications, it is hard to say that regulator and data controllers will reach an agreement 

so easily. 

Second, because new ML applications, as well as transparency-promoting methods, 

are being developed at such a high speed that it would be hard to imagine the regula-

tor managing to create rules capable of matching them in due time. Regulators would 

thus always be one (or many) steps behind innovation, and the rules they provide will 

be destined to be always outdated. 
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5.4.2. Regulatory pathways   

For this reason, flexibility in defining strategies based on responsive regulation might 

be more effective in pursuing the adaptability to regulate machine learning trans-

parency (AYRES, BRAITHWAITE, 1992). ANPD could, for instance, demand from a 

credit bureau to develop a transparency plan describing how it will issue periodic re-

ports about its systems’ activities, how it aims to address eventual biases that already 

exist and how it will create a platform for consumers to access counterfactual expla-

nations. It can ask the same for a hospital that uses biometric data to authenticate its 

patients, while also assessing data quality by auditing the databases the institution 

uses to train its systems. 

If these measures are seen as enough by the Authority, it will validate them and make 

it applicable to the credit bureau from then on. If the credit bureau or the bank do not 

follow them, the Authority will be in a position to punish it for not following its own 

rules that were negotiated with the regulator. If these measures are proven insufficient 

or misleading, the Authority could either order the controllers to amend them, amend 

them on its own and even, if the agent is perceived as drafting the rules with bad faith 

in order to hide information, punish it for that and make an audit on its own.  

Such rules can be designed, within the Resolution, under the scope of a conformity 

plan, of which not acting in accordance with it will be an aggravating factor for poten-

tial sanctions (Article 26, Resolution). 

This strategy would be closer to what Ayres and Braithwaite (1992, pp. 105-6) call 

enforced self-regulation.  

At the same time that the authors argue that self-regulation can be a very cost effec-

tive strategy to adopt, and that insiders can frequently have more capacity to trap 

wrongdoers in an organisation, they are “not necessarily more willing to regulate ef-

fectively. This is the fundamental weakness of voluntary self-regulation”.  

In these cases, self-regulation can be imposed by the regulator, in a way that the entity 

is compelled to write a set of rules tailored to the unique set of contingencies it faces, 

to be subject by the regulator’s decision to either approve these rules or send them 
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back for revision. In this process, external actors such as civil society organisations, 

affected groups, researchers and others would be encouraged to comment on the pro-

posed rules. If data controllers do not follow the rules established in their rulebooks or 

fail to provide for regulatory tools to promote transparency that is effective to tackle 

ML’s pitfalls in a way that encompasses the system and the social systems in which 

they dwell, the regulator should be ready to punish, even with the use of the heaviest 

sanctions provided by the LGPD (AYRES, BRAITHWAITE, 1992). 

Of course, and this is part of the general logic of the responsive regulation theory, this 

strategy will not be applicable to any circumstance, and has its own flaws. On the one 

hand, it is an interesting approach since its rules would be tailored to match the com-

pany’s particularities and would adjust more quickly to changing business environ-

ments. On the other hand, regulatory agencies would have to bear costs of approving 

a vastly increased number of rules each year. It is up to the regulator to thus under-

stand to what degree it is a good strategy, preferably opening for other stakeholders’s 

opinions, including from those who might be affected by these systems and who are 

in a vulnerable position to make their rights enforceable. 

Moreover, there should always be flexibility for the ANPD to impose LGPD's heavi-

est sanctions or to adopt strategies more focused on command and control in cases 

where the regulated entity has a history of non-compliance or even disrespect for in-

stitutions. As we saw in Baldwin and Cave (2021), the combination of high risks, high 

capacity and ill intentions can be a perfect storm for the tougher forms of enforce-

ment.  

Mechanisms for reversal of the burden of proof can also be put into use by a regulator 

if it identifies law violations. According to Article 50 of the Resolution, the “offender 

is responsible for proving the facts he alleges, without prejudice to the duty attributed 

to the competent organ for investigation”. This could be similar to reversing the bur-

den of proof when information asymmetries are not sufficiently addressed with the 

information that reaches the Authority, or when such information is so overwhelming 

that ends up being impossible to understand.  
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All of this will depend, again, on the context. Robert Baldwin (2021), in an online lec-

ture for students from the University of Brasília, affirmed that in cases that when 

opacity does not allow one to scrutinise the underpinnings of what the regulated entity 

argues, and/or when the agent was not cooperative with the authority, reversal of the 

burden of proof would be possibly a good technique to assess compliance. In this 

case, the regulator would be in a position to ask “convince me that you are behaving 

properly”. 

5.4.3. Data Protection Impact Assessments 

Beyond these potential instruments, another which might be included within the scope 

of one of a strategy for promoting transparency about ML systems can be Data Pro-

tection Impact Assessments (Relatório de Impacto à Proteção de Dados Pessoais - 

DPIA). They are provided by both the LGPD and the GDPR for accessing informa-

tion about a personal data processing, and are supposed to be developed by data con-

trollers in different situations.  

The LGPD describes the DPIA as the “documentation from the controller that con-

tains the description concerning the proceedings of the personal data processing that 

could pose risks to civil liberties and fundamental rights, as well as measures, safe-

guards and mechanisms to mitigate said risk” (Article 5, XVII, LGPD). They should 

contain at least a description of the types of data collected, the methodology used for 

collection and for ensuring the security of the information, and the analysis of the 

controller regarding the adopted measures, safeguards and mechanisms of risk mitiga-

tion (Article 38, par. un,, LGPD).  

The Brazilian legislation does not provide for a list of cases in which the DPIA is 

mandatory. However, it establishes some examples of situations in which the ANPD 

might request its carrying out to the data controller. These are: 

1. Personal data processing activities for purposes of national security and law en-

forcement (Article 4, §3, LGPD); 
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2. Personal data processing activities based on legitimate purposes (Article 10, §3, 

LGPD); 

3. To data controllers in the public sector (Article 32, LGPD); 

4. Personal data processing activities involving sensitive data (Article 38, LGPD). 

Kaminsky and Malgieri (2019), when assessing DPIA rules in the GDPR, affirm that 

these assessments can be an important layer of transparency for ML systems. Al-

though the GDPR’s provisions on DPIAs hold many particularities that are not in-

cluded in the LGPDs, some ideas of the authors can be very well suited for the scope 

of the Brazilian law.  

Interpreting how the model of governance proposed by the GDPR would reflect on 

ML transparency, Kaminsky and Malgieri (2019, p. 5) first argue that the GDPR pro-

poses a system of a multi-layered explanation rationale, whereby “[i]ndividuals have 

a right to both a system-wide but detailed description of the logic of an algorithm 

(Arts. 13, 14, 15), and more specific insights on individual decisions taken”. In this 

sense, the more intrusive or riskier a system is, further information it would have to 

disclose so as to allow for individuals to effectively exercise their rights.  

According to the authors, DPIAs and, more specifically, Algorithmic Impact Assess-

ments (AIA), should play a crucial role in allowing for transparency enhancement. 

Similar to the DPIA proposed by both LGPD and the GDPR, AIAs would function as 

a tool to achieve algorithmic accountability by assessing artificial intelligence (inclu-

ding ML) systems’ impact on individuals’ and groups’ rights (KAMINSKY, MALGI-

ERI, 2019, p. 13). As AIAs are not specifically prescribed under the GDPR (nor the 

LGPD), the authors present their idea inspired by DPIAs, and, due to some diverse 

rationales inherent to each of these two instruments, further regulation would proba-

bly have to be yet designed in both Europe and Brazil to allow for AIAs.  

DPIAs, when applied to assess ML automated decision making systems, would work 

to analyse the degree of risk that a data processing poses to natural persons, and pro-

vide for the necessary actions for reducing or avoiding these risks. They would thus 

be a first disclosure of information regarding how the system being assessed works, in 
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a form of what they call “monitored self-regulation”. Consequently, these assessments 

should trigger data controllers to come up with concrete ways to mitigate the risks it 

might pose (KAMINSKY, MALGIERI, 2019, p. 16).  

For this reason, they can play a crucial role in a responsive regulation dynamic. In 

case the ANPD, for instance, calls for a data controller to disclose information on a 

specific system that has presented data protection violations, the DPIA might be used 

as an evidence that the controller has adopted every measure at his or her disposal to 

mitigate risks. It might, hence, help avoid a massive escalation of sanctions in an en-

forcement pyramid or gradient due to the controller’s good faith. 

Although neither the LGPD nor the GDPR provide for an obligation of disclosure of 

DPIAs, their publication is recommended by the authors. In this sense, they argue 

that, in case controllers disclose at least a summary of DPIAs and AIAs, it can include 

a first layer of explanation regarding these systems that informs external stakeholders 

about the general logic of the system. Such a layer could be further complemented by 

explanations on a group-level, for analysing how an algorithm might impact particular 

classes of individuals, or particular locations, and, further, on an individual-level 

(KAMINSKY, MALGIERI, 2019, p. 27).  

As a result, DPIAs and AIAs could work as one effective tool among others for allow-

ing regulators to understand how ML systems deployed by data controllers affect 

rights and liberties of individuals and groups and the degree of risk that they pose. 

Such understanding is paramount for, first of all, assessing compliance of the con-

troller to the LGPD and the Brazilian legal system as a whole through analysing 

whether the regulated entity adopted reasonable mitigating actions has acted or not in 

good faith. Secondly, to identify whether more information is necessary to allow for 

the comprehension of the ML system and, hence, enable an individual or group to ex-

ercise the rights provided for in the LGPD. 

5.4.4. Other techniques 
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In the context of ML transparency, beyond the strategies and tools already mentioned, 

we can think of the inclusion of information regarding these systems in datasets man-

aged by authorities and the drafting of technical documentation and impact assess-

ments with details about the functioning of the system, tools provided, for instance, 

under the European Union’s  (2020) AI Act proposal. It is worth noting, however, that 

the EU’s proposal has been criticised for many reasons, including for the fact that its 

original draft fails to empower affected individuals (EDRi, 2022) and has insufficient 

transparency provisions (ALÍ, YU, 2021). 

Another valid tool is the emission of notices informing persons that they are interact-

ing with ML systems or with ML-generated content. An example can be found under 

Article 14 of the Chinese legislation about Provisions on the Administration of Deep 

Synthesis Internet Information Services (CHINA, 2021), that aims to regulate deep 

fakes. The provision determines that “[w]here deep synthesis service providers pro-

vide […] deep synthesis services, they shall identify the deep synthesis information 

content in a conspicuous way to effectively alert the public about the synthetic nature 

of the information content”, which applies to the ones interacting with the content.  

Its Article 12, on its turn, provides that deep fake creators and users shall “inform and 

obtain the independent consent of the entity whose personal information is being edit-

ed”.  This latter obligation is more easily framed within the scope of LGPD and 16

ANPD’s enforcement, as it directly involves the processing of personal data of the 

subject whose deep fake is about. It is important to note, however, that in many cases 

the creation of deep fakes is made within the scope of artistic works, which, as we 

mentioned previously, fall out of the scope of the LGPD. 

It is fundamental to note that, in each of the myriad of strategies that we highlighted, 

and also of the many other strategies that also possible to adopt under the responsive 

regulation model, it is fundamental for the regulator to ask the questions we posed in 

Chapter 3. They are a key roadmap for the ANPD and other stakeholders to assess to 

what degree the information they have is sufficient for achieving its goals or, if they 

 The translations for this legislation were extracted from CHINA LAW TRANSLATE. Provisions on 16

the Management of Algorithmic Recommendations in Internet Information Services. 2021. Available at 
https://www.chinalawtranslate.com/en/deep-synthesis-draft/. Last accessed 28 July 2022.
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need further data, what exactly is the information they need, to whom, for what and to 

which stakeholder. 

In all of the arrangements highlighted, the inclusion of other stakeholders is an impor-

tant feature to improve enforcement. As we saw in Braithwaite (2006), regulators lack 

the necessary resources to take care of a whole market. When talking about data pro-

tection, this is particularly challenging since the processing of personal data is now 

part of possibly every industry in the world, and the tools applicable are the most var-

ied.  

Including other actors in this context can support enforcement (ALÍ, YU, 2021). Civil 

society organisations, researchers, affected communities, standard bodies, can all be 

included by the regulator not only in the design of norms, as in strategies involving 

enforced self-regulation, but also in the monitoring of the activities of data con-

trollers. Nevertheless, this should come side by side with policies that enhance institu-

tional and financial support to these groups in order to gain the expertise and work-

force necessary to support effectively in the enforcement of the LGPD. 

Finally, providing for a safe and encouraging environment for whistle-blowers to leak 

cases of violations of the law is also an element that might increase revelations about 

the deployment of ML systems and how they are affecting society and the natural en-

vironment. A great part of the largest scandals of the last years involving data protec-

tion abuses and ML systems’ impacts came from leaks brought to light by insiders, 

such as the Snowden revelations, the Cambridge Analytica scandal and the Facebook 

Files, to say the least. Creating room for further protection and opportunities for the 

future whistle-blowers is thus fundamental for us as a society to better understand the 

effects of the technologies we are dealing with. 

5.4.5. Further thoughts 

Many other strategies would be possible under the model of the responsive regulation 

theory, and can either include the use of pyramids and gradients, or ignore them by 

escalating straight to heavier sanctions or strategies. Their design will all depend on 
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issues such as the context, the risk of the application, the type of information neces-

sary or the willingness of the agent to cooperate.  

However, it is necessary to have in mind, as we mentioned a few times in the pages 

above, that transparency is one of the means towards a myriad of possible ends, and 

which sometimes might not even be a necessary object towards which it is worth 

spending regulatory resources. 

Providing effective means for the exercise of other principles and rights in the LGPD 

including free access, right to erasure — including through the erasure of data in ML 

models or the erasure of ML models themselves — and data portability is thus a fun-

damental piece of the puzzle in order to achieve the effective enforcement of data pro-

tection rights in a way that go beyond transparency (VEALE, EDWARDS, 2017). 

The effective compliance with the LGPD can also be enforced through the strengthen-

ing of privacy by design tools that aim to embed the best technical and governance 

practices personal data processing so as to conduct it in the most privacy and data pro-

tection enhancing manner, thus protecting data from any form of illicit or inadequate 

processing (Article 46, LGPD). This includes the carrying out of Data Protection Im-

pact Assessments, which, by identifying potential risks, allows a data controller or 

processor to adopt better tools to protect the information or even give up of the data 

processing at all (VEALE, EDWARDS, 2017). 

For these reasons, an assessment of the context in which the processing of personal 

data with the support of a machine learning system is necessary in order to under-

stand, first, whether more transparency is indeed indispensable or whether a solution 

can be reached without spending resources in this direction; and, if further informa-

tion is imperative, how the access and the information itself might be more effective 

in delivering understanding to its recipient. At this point, going back to the set of 

questions we came up with is fundamental to deliver the most qualified transparency 

possible. 
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6. CONCLUSION 

Through the veils 

This journey, this travessia, started with an unrest. How come humanity is adopting 

massively, in ever increasing rapidness, a set of technologies that are known to pose 

major social and environmental impacts that we are not allowed to scrutinise because 

that would reduce profits and interfere in consolidated power dynamics? 

This unrest grew as reports on machine learning-led automatisation of discriminatory 

biases present in society for centuries proliferated under a veil of opacity and cyni-

cism typical of a system that reproduces itself through the maintenance of unjust 

structures of power. These situations are perceived in how face recognition systems 

deployed by the police in the cities of Salvador and Rio de Janeiro target mostly black 

and poor individuals who are already historically the ones persecuted and exterminat-

ed by the state. They are also perceived in Italy, where cities like Rome and Bologna 

are testing ML systems to score citizens based on their social behaviour (REMIX, 

2022), and in the plans of different European governments, who aim to deploy ML 

(and other AI techniques) in their borders to control those whom they judge as unwor-

thy of making part of their wonderland (STATEWATCH, 2022). 

With the opacity of machine learning systems being so common in both the public 

and private sectors, we investigated in the previous pages issues such as what are 

these technologies about, for what are they being deployed and what is their relation-

ship to data. Other aspects included how opacity in these systems expresses itself, 

whether it is indeed problematic or not and, if so, how to tackle it.  

In this sense, we assessed the arguments that have been used to impose resistance 

against more machine learning transparency, or, better still, qualified transparency. 

Arguments frequently used to avoid this, so to say, opening of the black box, are that 

releasing information on algorithms may lead bad-faith actors to game the systems 

and that such information is legally protected as a trade secret (BAYAMLIOGLU, 

2018). Many have also alleged that it is an impossible task to completely understand 
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ML applications due to their complexity, which make them opaque even for their own 

developers, as described by Veale and Edwards (2017).  

Against this background, ML continues to be used to support many contestable pre-

dictions and decisions frequently based on technosolutionist mindsets that take tech-

nological inevitability — which we regarded as a fallacy (ZUBOFF, 2019) — as an 

imperative. By doing so, the ones deploying these systems end up some times dis-

criminating against vulnerable individuals pertaining to lower-income groups, mi-

grants, ethnic minorities, indigenous, afro-descendants, LGBTQIA+, as well and 

many others who have historically been marginalised from society. 

Rendering these systems understandable can thus be a key instrument to allow not 

only for oversight and accountability but also to help society gain knowledge on how 

machine learning is helping shape society. This process of incrementing understan-

ding should not only relate to making their mechanical functionings understandable, 

but also the contexts in which they are designed, built, applied and discarded.  

To adopt this holistic approach to transparency is fundamental to grasp how these sys-

tems are not only reproducing already existent social discriminatory biases but also 

automating them. Moreover, they will help us understand what are the labour and en-

vironmental impacts that ML systems are posing to the world in the form of phenom-

enons such as ghost work, ML-controlled work, energy consumption, mining and etc. 

Transparency’s limitations 

However, transparency is not something easy to be provided, and is far from allowing, 

per se, for an effective form of control. Seeing, having access to a given object, is not 

by itself enough for granting the necessary knowledge to render it accountable, and 

this applies not only for algorithms, but for many other social systems. Despite the 

fact that the access to a system’s inner workings can indeed provide insight and spur 

further investigation, “significance and power is most revealed by understanding both 

its viewable, external connections to its environments and its internal, self-regulating 

workings” (ANNANY, CRAWFORD, 2016, p. 978).  
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Transparency has thus many limitations, which include issues related to lack of trust 

on the information provided in certain contexts, a tendency of transparency privileg-

ing seeing over understanding, and strategies for occluding through transparency, by 

means of informational overload. For this reason, not necessarily understanding a sys-

tem allows one to effectively change the way it works or even make it not be used at 

all.  

ML technologies should thus be seen as “sociotechnical systems that do not contain 

complexity but enact complexity by connecting to and intertwining with assemblages 

of humans and non-humans” (ANNANY; CRAWFORD, 2016, p. 974). Transparency 

is thus “only the beginning of this process” (EDWARDS; VEALE, 2017, p. 41), or 

one out of many other means for achieving effective accountability, specially concer-

ning ML systems (DOSHI-VELEZ & KORTZ, 2017). Further, it can be seen as valid 

only to the extent to which it allows for effective action and reflexivity about how ML 

helps perpetuate exclusion (D’IGNAZIO, KLEIN, 2020; SILVA, 2022). 

Framing the best ways for delivering transparency regarding ML systems finds limita-

tions not only on a conceptual level, but also on a technical one. The operations of a 

system involve a series of layers such as code, data, inputs, outputs, that provide for a 

range of different information that can overload an individual trying to see through 

them. In this sense, one should always have clear in mind what it is that can be useful 

to understand in the system in order to achieve a specific goal. 

As such, the level of understandability of a system depends on issues that include how 

the information is made available, the target group of such information, what are the 

goals involved in the disclosure, the type of system being assessed and the risks posed 

by it are necessary questions that one needs to make in order to frame a strategy for 

demanding information about a system. Transparency about ML systems is thus high-

ly context-dependent, and any regulatory approach to promote it should be flexible 

enough to cover the particularities of different systems, developers, deployers, end-

users and affected communities. 

ML transparency and data protection 
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We thus started a journey to understand how these issues were covered by data protec-

tion laws in Brazil and the European Union, respectively the LGPD and the GDPR. 

The similarities of both regimes reside, among other aspects, in the scope of applica-

tion of the acts’ provisions, which includes any activities involving the processing of 

personal data (except for some exceptions which we will see below), in the existence 

of lawful grounds for processing data, as well as of general principles and rights.  

Those choice for looking at the issue of ML transparency through the lens of data pro-

tection arose after realising that many of the most problematic ML systems that were 

mentioned throughout this work process personal data. In this sense, without having 

laws specifically focused on regulating these technologies approved in these jurisdic-

tions, data protection regimes could provide us with guidance to tackle the trans-

parency questions we highlighted. 

One can read the LGPD and the GDPR as designed to create a barrier against massive 

personal data processing by both public and private entities, irrespective of their sizes. 

As the access to data sets and new technologies capable of processing extensive and 

sensitive amounts of data and of extracting patterns from them (including machine 

learning) was democratised, now many small companies can also take part in the sur-

veillance capitalism that we talked earlier in the Introduction (ZUBOFF, 2019). 

Within these laws, we identified that a large discussion has taken place in the last ye-

ars over whether there is or not a right to explainability in their scope, mostly focu-

sing on specific provisions related to automated decision-making regulation. Howe-

ver, after assessing the multiple sides of this debate, this work considered, inspired by 

Kaminski (2018), that the LGPD and GDPR both provide for rights and obligations 

regarding the provision of information that go beyond the discussion restricted to the 

so-called right to explanation. These include provisions establishing transparency 

principles, rights of access, rules for auditing and so on. Transparency should thus be 

read in a holistic way, considering that it is a crucial part of these laws not only with 

regard to personal data processing activities with the aid of ML system but any perso-

nal data processing in general. 
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The role of responsive regulation 

Considering these many legal, technical and social peculiarities involved in rendering 

ML systems transparent, this work tackled how, from a regulatory perspective, should 

the enforcement of these provisions take place.  

Based on the findings from the previous pages, a regulation of ML systems, especially 

for the enforcement of the framework of the LGPD with regard to transparency, 

should take into consideration two main features. First, it should be capable of allow-

ing for sufficient malleability of the regulator in order to implement policies that are 

suitable for addressing different ML systems governed by different agents in different 

contexts. Second, it should allow for a constant dialogue not just between regulator 

and regulated entities, but also other interested stakeholders, including civil society 

organisations, researchers, auditors, representatives of affected groups, and many oth-

ers. 

With that in mind, this work assessed the suitability of the theory of responsive regu-

lation to guide the enforcement of the LGPD with regard to ML systems. This choice 

was motivated by both the idea of flexibility intrinsic to the theory, but also because 

the National Data Protection Authority - ANPD has already signalled that its en-

forcement would be guided by this theory (URUPÁ, 2021; BRASIL, 2021b). 

The responsive regulation theory is aimed at overcoming the simplistic regulate-dere-

gulate debate by claiming that, for a regulation to be effective, it should create rules 

that incentivise a regulated entity to voluntarily follow them, through strategies that 

range from granting awards and quality seals to imposing harsh punishments (AYRES 

& BRAITHWAITE, 1992). All this should be made in an environment of constant di-

alogue between regulator and regulated, in a way that reduces information asymme-

tries between these actors and help align the interests of regulated actors and society 

(ARANHA, 2019) by shaping the behaviours of actors in the regulatory game (AY-

RES & BRAITHWAITE, 1992, p. 44). 

Responsive regulation is, hence, mainly about finding the right balance between pun-

ishment and persuasion in order to make regulation effective. Its theorists argue that, 

when regulators adopt strategies based strictly on punishment, their actions undermine 

154



the good will of actors when they are motivated by a sense of responsibility. On the 

other hand, however, when the strategy is based exclusively on persuasion and self-

regulation, state action will probably be exploited when actors are motivated exclu-

sively by economic rationality (BRAITHWAITE, 1985).  

This leads us to the notion that the kind of regulatory strategies to be adopted by regu-

lators that aim to follow the responsive regulation theory is — similarly to ML trans-

parency — context-dependent. This means that the characteristics of the regulated 

agent, its economic and political power, the peculiarities of the technology, the market 

in which it is being applied, the consumers using it, the affected individuals, among 

others, have all the ability to influence the strategies adopted by the regulator. 

In understanding persuasion and punishment as interdependent and complementary in 

the design of regulatory strategies, the responsive regulation theory combines regula-

tory incentives and intrusive measures as means for the concretisation of regulatory 

objectives under a format of enforcement pyramids. They allow for regulators to esca-

late towards more intrusive constraints as offenders break more rules or act viciously 

and also to de-escalate when regulated entities improve their compliance culture th-

rough time (AYRES, BRAITHWAITE, 1992, p. 35; ARANHA, 2019, p. 113). These 

pyramids, as we saw, may be complemented by the Positive Regulation Theory’s 

GRID, an enforcement framework in form of a gradient that considers the regulated 

entity’s capacity, intention and risks as elements for influencing oversight and the im-

position of penalties by the regulator (BALDWIN, CAVE, 2021).  

Moreover, as the responsive regulation theory was created in Australia, we assessed 

the arguments brought by John Braithwaite (2006) on how to apply responsive regula-

tion in the Global South, which holds particular characteristics. He draws attention to 

what he refers as a smaller regulatory capacity in the Global South and to a supposed-

ly minor oversight by NGOs and social movements to mobilise as potential inhibitors 

of regulatory success (BRAITHWAITE, 2006, p. 885).  

To tackle these issues, the author proposes that enforcement is put into practice with 

the cooperation of other actors in the regulatory framework in order to be more effec-

tive. That includes NGOs, audit offices, ombudsmen, courts, public service commis-

155



sions, self-regulatory organisations, among others. They should be called by the regu-

lator to be responsible for the oversight of legal rules, holding not only regulated enti-

ties accountable, but also everyone else within the regulatory dynamics, be it a state 

or non-state actor. (BRAITHWAITE, 2006) This is what Braithwaite (2006, p. 886) 

would call “nodes of networked governance”.  

There are many possible ways that the data protection framework in Brazil may allow 

to apply the responsive regulation theory when enforcing transparency obligations 

related to the use of ML systems. These include scalable sanctions, flexibility in de-

signing strategies for different regulated entities, receiving contributions from multi-

ple stakeholders, development of guidelines and educational actions, preventive mea-

sures, development of conformity plans, among many others. However, further politi-

cal and regulatory will is necessary to put the possibilities provided by the LGPD into 

practice, especially when considering the possibilities of putting a networked gover-

nance into practice. 

A post-scriptum  

The regulatory paths that we discussed in this work aim to open a glade at the core of 

such an unknown field as machine learning regulation. It is easy for us to get lost in 

the discussion of such a complex and polyvalent set of technologies. However, per- 

haps the hugest challenge we might be facing as a society today, especially in Brazil 

and other countries in the Global South, might be to understand to what degree are 

these technologies serving our communities as tools for social cohesion, and not to 

perpetuate values that further strengthen power dynamics. 

Racism, colonialism, misogyny, are just some of the issues that are being perpetuated, 

automated and multiplied through the use of these tools. We need thus to consider 

why is it that we are adopting these technologies, for what goals, to solve what issues, 

based on what beliefs. And in this process, reclaim our prerogative to understand them 

if they are affecting us. 
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We need to take a step back to reflect on the regulation of these technologies in terms 

of creating and deploying applications that transform  power structures, and not just 

avoid worsening them. While so many are talking about de-biasing systems, we need 

to start conceiving technological advancement as only desirable to the extent that it is 

used to promote  equality, to balance power, to give space and opportunities to those 

who have always been excluded from them. 

Transparency is one of the potential paths towards this goal, but is far from being the 

only one. It is crucial to determine what are the tools that we as a society want and 

what are the ones we should avoid. We, within our communities, are the ones who 

should have the power to decide what is the technological future that we want.
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